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ABSTRACT

The global forecast system (GFS), which started its operation in 1988 at the Central Weather Bureau in Taiwan,
has been upgraded to incorporate better numerical methods and more complete parameterization schemes. The second-
generation GFS uses multivariate optimum interpolation analysis and incremental nonlinear normal-mode initialization
to initialize the forecast model. The forecast model is a global primitive equation model with a resolution of 18 sigma
levels in the vertical and 79 waves of triangular truncation in the horizontal. The forecast model includes a 1.5-order
eddy mixing parameterization, a gravity wave drag parameterization, a shallow convection parameterization, a relaxed
version of Arakawa–Schubert cumulus parameterization, grid-scale condensation calculation, and longwave and short-
wave radiative transfer calculations with consideration of fractional clouds. The performance of the second-generation
GFS is significantly better than the first-generation GFS. For two 3-month periods in winter 1995/96 and summer
1996, the second-generation GFS provided forecasters with 5-day forecasts where the averaged 500-mb height anomaly
correlation coefficients for the Northern Hemisphere were greater than 0.6.

Observational data available to the GFS are much less than those at other numerical weather prediction centers,
especially in the Tropics and Southern Hemisphere. The GRID messages of 58 resolution, ECMWF 24-h forecast
500-mb height and 850- and 200-mb wind fields available once a day on the Global Telecommunications System are
used as supplemental observations to increase the data coverage for the GFS data assimilation. The supplemental data
improve the GFS performance both in the analysis and forecast.

1. Introduction

The Central Weather Bureau (CWB) in Taiwan began
developing a global numerical weather forecast system in
the early 1980s. The main purpose of developing the glob-
al weather forecast system is to provide time-dependent
boundary conditions for the companion limited-area model
(Jeng et al. 1990) and typhoon track model (Peng et al.
1993), and to provide medium-range weather forecast
guidance to forecasters. The weather at the subtropical
island is influenced by a variety of different weather sys-
tems such as middle-latitude baroclinic systems, cold surg-
es, Mei-Yu fronts, southeast summer monsoons, and trop-
ical cyclones. The complicated weather patterns require a
large-scale dynamic prediction model to provide the fore-
casters with guidance in changes of weather coming in
from different directions. The global forecast system
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(GFS) developed initially was based upon a version of the
University of California, Los Angeles general circulation
model. The first-generation global forecast model is a grid-
point model with a resolution of 2.58 lat 3 2.58 long in
the horizontal and nine sigma levels in the vertical. The
GFS was operational in 1988 (Liou et al. 1989), providing
the CWB forecasters for the first time with comprehensive
numerical weather prediction (NWP) guidance up to 5
days.

Immediately after the GFS became operational, a six-
year project was started to improve the GFS. The project
was designed to bring the GFS up to the proven NWP
techniques at that time such as optimum interpolation (OI)
analysis, nonlinear normal-mode initialization, spectral
representation, and improved physical parameterization
schemes. The upgrade project was completed, and the sec-
ond-generation GFS started operation in January 1995
with a higher resolution of 79 waves in the horizontal and
18 sigma levels in the vertical. The purpose of this paper
is to describe the new GFS and provide sample statistics
on the performance of the new forecast system.

2. Optimum interpolation analysis
The first step in the NWP process is to transform me-

teorological observations into a uniform format that is
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suitable for assimilation into a forecast model. The process
involves more than simple interpolation because obser-
vational data from various data sources have widely vary-
ing error characteristics and the variables to be analyzed
are dynamically correlated to each other. In the second-
generation GFS, three-dimensional multivariate OI anal-
ysis is used to replace a two-dimensional univariate Barnes
(1964) analysis. The three-dimensional OI analysis ana-
lyzes geopotential height and horizontal wind components
at Gaussian grids on 16 constant pressure levels, 15 man-
datory levels up to 10 mb plus the 925-mb level. Sea level
pressure and temperature on the 16 pressure levels are
computed from the analyzed geopotential height with hy-
drostatic balance.

The OI analysis interpolates observational data from
data locations to analysis grid locations by considering
the statistics of error covariance and the dynamic con-
straints of geostrophic coupling and hydrostatic balance.
The analysis procedure can be written as

N

a gF 5 F 1 w f , (1)Ok k ik i
i51

where Fk represents an analysis variable at grid point k, fi

represents observational correction to a first-guess value
by observation i, wik is the weight of the observational
correction, N is the total number of observations, and the
superscripts a and g distinguish analysis and first-guess
values, respectively. The theory of OI analysis developed
by Gandin (1965) shows that the analysis errors are sta-
tistically minimized if the weight wik is chosen as

21w 5 M h , (2)Oik ij jk
j

where Mij is the matrix of total error covariance between
the locations of observations i and j, and hjk is the vector
of forecast error covariance between the locations of
observation j and grid point k. The OI analysis in the
GFS was developed closely following the schemes of
Lorenc (1981) and Barker (1992). We use an over-
lapped-volume method to maximize the utilization of
available observations by a smaller error covariance ma-
trix. The size of each analysis volume varies from 25.58
lat 3 7.58 long in data-dense areas to 3608 lat 3 128
long in polar areas. The dynamic constraints of hydro-
static balance and geostrophic coupling are included in
the formulas defining the error covariance matrix. The
forecast error correlation function h(r) is chosen in a
form of a second-order auto-regression function,

h(r) 5 (1 2 x2) 1 x2(1 1 x1r) ,2x r1e (3)

where r is the distance in units of 1000 km and x1, x2

are two constants set to 2.7 and 0.95, respectively. This
correlation function makes the covariance matrix M be
positive definite so that the weight wik in (2) can be
solved by Cholesky’s decomposition method. The con-
stants x1 and x2 are reevaluated and adjusted to fit better
the 12-h forecast error statistics after each major change
made to the GFS.

In addition to a data quality control procedure, fol-
lowing Gandin (1988), performed prior to the OI anal-
ysis, observations are also quality checked as a part of
the analysis procedure. The check includes tolerance
comparison between observations and first-guess values
and consistency comparison among nearby observa-
tions. In order to increase the representation of obser-
vations, highly correlated satellite observations are av-
eraged in each 28 lat 3 28 long boxes and nearby aircraft
reports within a 3-h time interval are also averaged.

Recently, Parrish and Derber (1992) demonstrated that
three-dimensional variational analysis (3D-Var) on spectral
coefficients significantly improves the forecast skills of the
aviation model at the National Centers for Environmental
Prediction (NCEP). The 3D-Var method removes the data
selection limitation in the OI analysis and can directly
assemble different types of observations without the data
conversion (retrieval) beforehand. The CWB is currently
working on upgrading the 3D-Var analysis.

3. Governing equations and spectral representation

The forecast model of the GFS is a primitive equation
model on sigma coordinates. Following Simmons and
Strufing (1981) and Hogan and Rosmond (1991), we
choose vertical vorticity z, horizontal divergence D, sur-
face pressure p, virtual potential temperature u, and spe-
cific humidity q as prognostic variables. However, we
choose a strict sigma coordinate system, s 5 p/p, rather
than a hybrid coordinate system as in Simmons and Struf-
ing (1981) and Hogan and Rosmond (1991), to represent
the atmosphere in the vertical. The hybrid coordinate sys-
tem is a pressure-like coordinate at upper levels that re-
duces numerical errors in computing pressure gradient
force. Since the GFS is designed for 5–7-day forecasts at
this time and the calculation in the stratosphere is very
primitive (e.g., no chemistry calculation), we choose the
simple sigma coordinate to simplify the conversion be-
tween the sigma and pressure. The governing equations
on the sigma and spherical coordinates are given as

]z
5 2J (A, B), (4)

]t

]D
25 J (B, 2A) 2¹ (F 1 K), (5)

]t

]u ]u
5 2= · (Vu) 1 uD 2 ṡ 1 Q , (6)u]t ]s

]q ]q
5 2= · (Vq) 1 qD 2 ṡ 1 Q , (7)q]t ]s

]p ](ṡp)
5 2= · (Vp) 2 , (8)

]t ]s

and

]F
5 2c u, (9)p]P
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where J is an operator defined as J(b, c) 5 (1/cos2w)[(]b/
]l) 1 (]c/]m)]; = is the horizontal gradient operator on
the sigma coordinates; A 5 U(z 1 f) 1 (]V/]s) 1 (cp/ṡ
a2)u(]P/]m) cos2w 2 Qy[(cosw)/a], B 5 V(z 1 f) 2 (]U/ṡ
]s) 2 (cp/a2)u(]P/]l) 1 Qu[(cosw)/a], U 5 u[(cosw)/a],
V 5 y[(cosw)/a], f 5 2V sinw, F 5 gz, K 5 ½(u2 1 y2),
P 5 (p/p0)k, k 5 cp/R, m 5 sinw; u and y are horizontal
wind components; l is longitude; w is latitude; a is the
earth’s radius; and Q’s are diabatic forcing terms. With the
definition of J, U, and V, the vorticity and divergence can
be simply related to the wind components as z 5 J(V,
2U) and D 5 J(U, V). The prognostic variables on the
sigma levels, zk, Dk, uk, qk, and p are expanded in terms
of spherical harmonics as X(l, m, t) 5

(m)eiml, where X is one of the above1M M m mS S X (t)Pm52M n5|m| n n

variables, is the associated Legendre functions, and MmPn

is the total number of resolvable waves in triangular trun-
cation. In the current operational GFS, the spectral trun-
cation is M 5 79. The triangular truncation with 79 waves
(T79) gives the forecast model a horizontal resolution of
1.58 (about 150 km) in the corresponding Gaussian grids.

As for all operational spectral models, we calculate non-
linear tendency terms of (4)–(8) in the physical space, that
is, on Gaussian grid points, and then transform them back
to the spectral space. The transformation between the phys-
ical and spectral space is done by fast Fourier transforms
and Legendre transforms using Gaussian quadrature (Or-
szag 1970). We use a vertical differencing scheme devel-
oped by Arakawa and Suarez (1983) to integrate (6), (7),
and (9). The scheme ensures total energy conservation and
maintains the vertically integrated pressure gradient force
to be irrotational along a contour of the surface topography.
The vertical differencing scheme allows us to choose p,
rather than ln(p), as a prognostic variable to better con-
serve total mass without generating excessive noise near
complex terrain. The time integration of the governing
equations (4)–(8) is carried out by a semi-implicit scheme
following Hogan and Rosmond (1991). The negative spe-
cific humidity due to spectral truncation is removed simply
by borrowing moisture from levels below. At the lowest
sigma level, the negative specific humidity is removed as
if there is artificial surface moisture flux from the surface.
The magnitude of the artificial flux is much smaller than
that of the real surface moisture flux in all cases. We apply
fourth-order horizontal diffusion to vorticity and diver-
gence variables and to the perturbation of potential tem-
perature and specific humidity that are deviated from mean
reference states. The terrain field is prepared by applying
a low-pass filter and Lanczos’s filter once each to a sil-
houette profile derived from a 10-min resolution terrain
dataset.

4. Physical parameterization

The global forecast model includes schemes to para-
meterize the physical processes of surface fluxes, vertical
turbulence mixing, shortwave and longwave radiative
transfer, cumulus convection, grid-scale condensation, and

gravity wave drag. The surface fluxes are calculated with
Louis (1979) formulas that are empirical approximations
of Monin and Obukhov (1954) similarity theory results.
In this scheme, surface drag coefficients are computed as
functions of surface bulk Richardson number and surface
roughness. The surface moisture flux is also a function of
soil moisture availability or so-called ground wetness,
which is the ratio of current soil moisture content to total
soil moisture capacity. The ground wetness and ground
temperature are held constant at water points, while they
are predicted at land points by budget equations that in-
clude Newtonian cooling–type forcing to account for the
influence from deep soil. The deep soil temperature is
computed by interpolating temperature climatology fields
obtained from the National Center for Atmospheric Re-
search (NCAR) to the terrain height at all land points.

The vertical turbulence mixing in the forecast model
is parameterized by computing eddy mixing fluxes in a
form of the K theory. We choose a turbulence kinetic
energy and dissipation closure parameterization to mod-
el the mixing coefficients. The choice is based upon the
conclusion by Holt and Raman (1988) that the scheme
performs best among all schemes they evaluated, and
the experience reported by Langland and Liou (1996)
that the scheme is efficient and performs well at pre-
dicting the evolution of mixed layers in an operational
mesoscale model. In this scheme, following Detering
and Etling (1985), the eddy mixing coefficient for mo-
mentum Km is computed as a function of turbulence
kinetic energy E and its dissipation rate «, Km 5 C2E2/
«, where C2 is a constant set to 0.026. The eddy mixing
coefficient for heat Kh is computed from Km by a Prantl
number, which is in a form of surface Prantl number
obtained by the similarity theory. The turbulence kinetic
energy and its dissipation rate are predicted by following
equations that were formulated by Detering and Etling
(1985) for atmospheric models:

2 2
]E ]u ]y g ]u ] ]E

5 K 1 2 K 1C K 2«,m h 1 m1 2 1 2 1 2[ ]]t ]z ]z u ]z ]z ]z

(10)

2 2 2]« « ]u ]y g ]u «
5 C K 1 2 K 2 C3 m h 45 1 2 1 2 6[ ]]t E ]z ]z u ]z E

] ]«
1C K , (11)5 m1 2]z ]z

where the constants are chosen as C1 5 1, C3 5 1.38,
C4 5 1.9, and C5 5 0.77. These two equations are
numerically integrated by an implicit time scheme in
which nonlinear terms «/E and «2/E in (11) at time
step n are evaluated in a form of C2(En21 1 En)/(2Km)
and «n21[2«n/(En21 1 En)], respectively. Although the
implicit scheme allows a large time step in time in-
tegration, we limit the maximum time step in inte-
grating (10) and (11) to 150 s to avoid large numerical
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FIG. 1. Boundary layer profiles observed (solid) on 14 July 1979
during MONEX79 and simulated (dashed) by the one-dimensional
PBL model with 600-s time steps and four vertical layers in the bottom
400 m: (a) potential temperature and (b) eddy mixing coefficient for
momentum. The dotted lines are initial values for the model simu-
lation.

errors. We use several consecutive smaller time steps
to match the model time step, which is typically
around 600 to 900 s. We include checks on upper and
lower bounds of E and « to avoid negative values and
division by zero. The full prediction in E and « makes
this turbulence mixing parameterization a 1.5-order
closure scheme.

A one-dimensional (1D) model based upon the sur-
face flux and eddy mixing parameterization was con-
structed to test the planetary boundary layer param-
eterization calculated by a large time step (600 s) and
a coarse vertical resolution (four levels in bottom 400
m). A marine boundary layer development case ob-
served during the Monsoon Experiment 1979 (MO-
NEX79, Holt and Raman 1988) was selected for the
test. The 1D model simulation captures well the
growth of the mixed layer and the magnitude of the
mixing coefficient, as considering the coarse resolu-
tion and uncertainty in horizontal advection contri-
bution (Fig. 1).

Radiative transfer is calculated following Harsh-
vardhan et al. (1987). The parameterization includes
a longwave and shortwave radiative transfer calcu-
lation that considers the effects of fractional clouds
in radiative fluxes. The amount of stratiform clouds
is diagnosed from relative humidity at different levels
(Slingo and Ritter 1985), while the amount of cumulus
clouds is diagnosed from precipitation rate (Slingo
1987). In the longwave calculation, the parameter-
ization considers four broadband regions to account
for absorption by H2O, CO2, and O3. The cloud effects
on longwave radiative transfer are modeled by the
probability of clear line of sight between different
levels. The emissivity is assumed to be 1 for warm
clouds (T . 273 K), 0.5 for supercooled cirrus clouds
(T , 233 K), and linearly varied from 1 to 0.5 for
clouds with temperature in between 273 and 233 K.
If the cloud-layer thickness (CLh) is less than 20 mb,
the cloud emissivity is reduced by a factor of CLh/
20. In the shortwave calculation, the scheme considers
absorption by H2O and O3 and multiple Mie scattering
by clouds. The absorption by H2O is evaluated in five
broad bands for wavelengths longer than 0.9 mm. The
multiple scattering is solved by an adding method that
sums up the two stream solutions for direct and diffuse
fluxes. The direct fluxes are computed by the delta-
Eddington two-stream approximation (Joseph et al.
1976), while the reflection and transmission of diffuse
shortwave radiative transfer are computed following
Sagan and Pollack (1967). To reduce computational
cost in the radiation calculation, we update radiative
fluxes every hour and compute longwave fluxes in
every second, third, fourth, and fifth grid points of a
latitude ring at the Tropics (208S to 208N), middle
latitudes (208–608S and 208–608N), high latitudes
(608–808S and 608–808N), and polar areas (808–908S
and 808–908N), respectively. The spatial resolution
for the longwave flux calculation is chosen to keep

the meridional resolution about double the zonal res-
olution.

Cumulus convection is parameterized by a relaxed
form of Arakawa and Schubert (1974, hereafter AS)
parameterization following Moothi and Suarez
(1992). We choose this scheme because it produces
almost the same results as those from the standard AS
parameterization, which has been proven to work well
in global numerical weather prediction and climate
simulation, while it removes the ill-posted integral
equation problem in the standard AS and is much
more efficient. The relaxed parameterization simpli-
fies the AS parameterization by assuming the nor-
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malized cloud mass flux to be a linear function of
height and by adjusting temperature and moisture pro-
files of a grid point by the effect of one cloud type
at a time. The relaxation parameter is chosen to be
0.25. Cumulus convection is triggered at grid points
where the cloud base is within the bottom half of the
atmosphere and a conditionally unstable layer exists
above it. The cloud base is defined at a model level
where the lifting condensation level (LCL) of a sur-
face air parcel is right beneath it. In the LCL calcu-
lation, the surface air parcel is mixed with entrained
environmental air by an entrainment rate yielding a
mass flux linearly increasing with height. The cloud-
base properties are the results of the mixing between
the surface air and the entrained environmental air.
Above the cloud base, the cloud air properties are
computed by a moist-adiabatic process plus mixing
with the environmental air by an entrainment rate de-
fined for the cloud type. The cloud top is the level
where the cloud air losses its buoyancy. The cloud
type is discarded if the cloud air is not saturated at
the cloud top. We speed up the cumulus parameter-
ization calculation by first gathering all potentially
unstable grid points and then computing adjustments
at those points only.

A nonprecipitating-type shallow convection param-
eterization is also included in the forecast model to
parameterize effects of surface-forced shallow con-
vection in a conditionally unstable layer near the sur-
face. The shallow convection parameterization, fol-
lowing Tiedtke (1984), vertically mixes potential tem-
perature and specific humidity in a conditionally un-
stable layer with a prescribed eddy mixing coefficient
of 10 m2 s22. The criteria to start the shallow con-
vection are that 1) surface ground temperature is
warmer than surface air temperature, 2) relative hu-
midity at the lowest model level is greater than 70%,
3) LCL of the surface air is within 200 mb above the
earth’s surface, and 4) a conditionally unstable layer
exists in the bottom 200 mb. The shallow convection
parameterization will mix a conditionally unstable
column even if there is an inversion layer underneath.
The parameterization helps to smooth out strong in-
versions in subcloud layers in trade wind areas.

Supersaturation is removed in the forecast model
through the condensation of excessive water vapor.
The procedure checks supersaturation layer by layer
from the model top. The saturated water vapor is con-
densed to liquid water and the latent heat is released
to the local layer. The condensed water falls to the
layer beneath and evaporates until relative humidity
there reaches 98%. The remainder of the liquid water
keeps falling to layers below and is subject to the
same evaporation condition until it reaches the earth’s
surface. The condensed water reaching the surface is
treated as grid-scale (large scale) rain.

To represent the effect of vertical momentum flux
associated with gravity waves triggered by subgrid-

scale terrain, a gravity drag parameterization, follow-
ing Palmer et al. (1986), is included in the forecast
model. The gravity wave drag is formulated as

]V ]tgw5 2g , (12)
]t ]p

where tgw is the stress due to the momentum flux of
gravity waves exerted by subgrid-scale terrain. The
stress generated at surface is parameterized by

ts,gw 5 kgwNVsh2, (13)

where kgw 5 0.000025 m21, N is the Brunt–Väisällä
frequency, Vs is the representative surface wind com-
puted by mass-weighted mean wind of the lowest
three layers, and h is the gravity wave amplitude. The
square of the wave amplitude h2 at the surface is set
to the variance of the subgrid terrain. The gravity
wave generated at the surface propagates upward, and
the wave stress is changed only at a critical level or
at a level where the wave Richardson number, Ri* 5
Ri[1 2 (Nh/|Vgw|)]/{[1 1 Ri1/2(Nh/|Vgw|)]2}, is less
than 0.25. The wind Vgw is the wind component along
the Vs direction. At the critical level, total absorption
is assumed and the stress is set to zero. At the level
where Ri* is less than 0.25, partial absorption is as-
sumed, and the amplitude of the gravity wave is re-
computed with Ri* 5 0.25 according to the saturation
hypothesis of Lindzen (1981). The gravity wave drag
parameterization makes significant improvement on
model forecasts at upper levels. Figures 2 and 3 shows
monthly mean results of a seasonal simulation by the
T47 GFS with and without the gravity wave param-
eterization. The gravity wave drag parameterization
increases the amplitude of monthly mean long waves
at 500 mb (Fig. 2) and better defines the jets’ locations
and strengths at 200 mb (Fig. 3). Similar improve-
ments are found in several case studies with T79 res-
olution of the GFS.

5. Initialization procedure

The GFS runs with 12-h intermittent data assimi-
lation cycles to produce two forecasts a day. The fore-
cast model is initialized by incremental nonlinear nor-
mal-mode initialization (Ballish et al. 1992). In this
initialization procedure, the analyzed increments of
wind, temperature, and terrain pressure are adjusted
so that high-frequency gravity modes are in nonlinear
balance initially. With 18 sigma levels in the vertical,
we initialize two vertical modes by requiring gravity
waves of these two modes with periods less than 24
h to satisfy nonlinear balance conditions.

The initial sea surface temperature (SST) is ana-
lyzed by univariate OI analysis with a first-guess field
based on NCEP-published weekly mean SST and ob-
servations from weekly accumulated surface ship re-
ports. Moisture fields are not analyzed yet in the GFS.
Specific humidity is initialized by values carried over
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FIG. 2. Monthly mean 500-mb height in January from the T47
second-generation GFS climate simulation (a) without and (b) with
the gravity wave drag parameterization, and (c) the corresponding
10-yr mean analysis from NCEP.

FIG. 3. Same as in Fig. 2 except for zonally averaged monthly
mean wind from 1000 to 50 mb.

from previous model forecasts validated at the initial
time. The ground temperature and ground wetness
over land points are not analyzed either and are ini-
tialized by values carried over from previous model
forecasts as well.

6. Issues on observational data

Observational data available from the CWB data-
base are much less than those at other NWP centers.
Satellite soundings and cloud-tracked wind data re-
ceived at the CWB are about an order of magnitude
less than those received at other centers. Furthermore,
the CWB receives no ARNIC Communications Ad-
dressing and Reporting System or Special Sensor Mi-

crowave/Imager data. Lack of observational data cer-
tainly limits the performance of the GFS.

In an attempt to access the impact of the data short-
age on the GFS performance, we conducted a nu-
merical experiment in which nine analysis fields of
2.58 3 2.58 resolution at three pressure levels from
the European Centre for Medium-Range Weather
Forecasts (ECMWF) were used as supplemented ob-
servational data. In the experiment, the ECMWF
height and wind analyses at 850, 500, and 200 mb
were used as observations by the OI analysis if the
total real observations for an analysis volume are less
than ¼ of the maximum allowed amount [(¼)/(360)
5 90]. During a 15-day period from 1 to 15 July 1994,
the supplemental data made profound impacts both
on the analysis and forecast. For example, the 15-day
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FIG. 4. Fifteen-day (1–15 July 1994) mean zonal wind at 200 mb
from (a) the second-generation GFS analysis with real observations
operationally received at the CWB only, (b) the ECMWF analysis,
and (c) the second-generation GFS analysis with the real observations
plus the supplemental observations from the 2.58 ECMWF analysis
at 850, 500, and 200 mb.

FIG. 5. Same as in Fig. 4 except for zonal wind at 850 mb.

mean GFS 200-mb zonal wind analysis without the
supplemental data showed a distribution very differ-
ent from the mean ECWMF analysis (Figs. 4a,b). The
main difference was in data-sparse areas where the
mean GFS analysis had a jet that was too weak in the
Southern Hemisphere and a discontinued easterly
wind region over the tropical central pacific (Fig. 4a).
With the supplemental data, the mean GFS 200-mb
zonal wind analysis was significantly improved both
in the Southern Hemisphere jet speed and the tropical
easterly wind distribution (Fig. 4c). Similar impact
was found in the 850-mb zonal wind analysis that the
supplemental data corrected the GFS analysis prob-
lems over the Pacific where the wind was too easterly
in the Tropics and less westerly in the Southern Hemi-
sphere middle latitudes (Fig. 5). More impressive im-
pact was found in the forecast with the supplemental
data where the 15-day mean 500-mb height anomaly

correlation for the Northern Hemisphere (208–808N)
was improved by 0.03 in the analysis and by up to
0.13 in the 5-day forecast (Fig. 6). The anomaly cor-
relation is computed by correlating the deviation of
the GFS analysis and forecast from the NCAR cli-
matology to the deviation of the ECMWF analysis
from the same NCAR climatology. The results of the
experiment clearly demonstrate the potential skills of
the GFS and the necessity of adding more data in the
Tropics and Southern Hemisphere for the GFS data
assimilation.

In real-time daily operation, the ECMWF analysis
fields, as well as analysis fields from any other major
NWP centers, are not available to the CWB. The best
and most reliable supplemental observations we can
obtain are those from GRID messages on the Global
Telecommunications System (GTS). We use the GRID
messages of ECMWF 24-h forecast 500-mb height
and 850- and 200-mb winds as the supplemental ob-
servations in the GFS daily operation. The GRID mes-
sages are available only once a day at 1200 UTC with
58 3 58 resolution covering only two zones of 908–
208N and 908–208S for 500-mb height, and one 308N–
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FIG. 6. Fifteen-day (1–15 July 1994) mean 500-mb height anomaly
correlation for the Northern Hemisphere (208–808N) from the second-
generation GFS forecasts with (marked ‘‘pr’’) and without (marked
‘‘op’’) the supplemental observations from the 2.58 ECMWF analysis
at 850, 500, and 200 mb. The anomaly correlation is computed by
correlating the GFS forecast anomaly to the ECMWF analyzed anom-
aly.

FIG. 7. The 500-mb height anomaly correlation for the Northern Hemisphere (208–808N) of 24-, 48-, and 72-h operational forecasts by
(a) the second-generation GFS in March 1994, (b) the second-generation GFS in June 1994, (c) the first-generation GFS in March 1994,
and (d) the first-generation GFS in June 1994. The anomaly correlation is computed by correlating the forecast anomaly to their own analyzed
anomaly.

308S tropical band for 850- and 200-mb winds. Al-
though the supplemental data for the real-time op-
erational GFS are much less than those in the above
experiment (24-h forecasts of five fields once a day
at 58 resolution nonglobal coverage versus analyses
of nine fields twice a day at 2.58 resolution global
coverage), the improvement in the GFS performance
is still significant (not shown). The supplemental data
assimilation procedure replaces the old procedure
used in the first-generation GFS where the climato-
logical values were blended with the first-guess fields
for the analysis in the Tropics and the Southern Hemi-
sphere.

7. Operational status

The GFS codes are fully vectorized and designed
for multitasking on a CRAY YMP computer. For the
resolution of T79 truncation and 18 sigma levels, with
six processors, it takes about 4 min of wall time to
complete the OI analysis and 10 min of wall time to
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FIG. 8. The 500-mb height anomaly correlation for the Northern Hemisphere (208–808N of 24-, 48-, 72-, 96-, and 120-h operational
forecasts by the second-generation GFS for (a) November 1995–January 1996 and (b) May 1996–July 1996. The anomaly correlation is
computed by correlating the forecast anomaly to its own analyzed anomaly.

complete a 24-h forecast. The GFS is executed to
produce 3-day forecasts in daytime and 7-day fore-
casts in nighttime. The model forecasts provide not
only forecast guidance to the CWB forecasters but
also time-dependent boundary conditions to the lim-
ited area model and typhoon track model at the CWB.
The second-generation GFS is significantly better
than its earlier version. During a 4-month parallel run
period from March to June 1994, the forecast scores
of anomaly correlation, S1 scores, mean bias errors,
and standard deviation errors were computed and
compared between the two versions of the GFS. All
scores of the second-generation GFS are significantly
better than those of the first-generation GFS. Figure
7 shows the comparison of 500-mb height anomaly
correlation for the Northern Hemisphere (from 208 to
808N) between the two versions of the GFS in March
and June 1994. The anomaly correlation is computed
by correlating the forecast anomaly, deviation from
the NCAR climatology, to the its own analyzed anom-
aly. For the second-generation GFS, the monthly
mean anomaly correlation coefficients in March 1994
are 0.97, 0.91, and 0.82 for forecast periods of 24,
48, and 72 h, and the similar mean coefficients in June
are 0.96, 0.93, and 0.85. For the first-generation GFS,
the corresponding mean coefficients are 0.95, 0.86,

and 0.73 in March 1994 and 0.93, 0.86, and 0.76 in
June 1994. Figure 8 shows the 500-mb height anomaly
correlation for the Northern Hemisphere from the op-
erational forecasts of the second-generation GFS in a
3-month period of winter 1995/96 and a 3-month pe-
riod of summer 1996. The averaged anomaly corre-
lation coefficients for 5-day forecasts were greater
than 0.6 in both winter and summer seasons.

Besides the above score statistics, we have evalu-
ated the GFS skills in predicting changes of the weath-
er systems important to Taiwan area. The strength and
location of the subtropical high over the west Pacific
in summer are better predicted by the second-gener-
ation GFS even without the supplemental data dis-
cussed in section 6. In the first-generation GFS, the
subtropical high was weakened and retreated eastward
during the late period of the 5-day forecast. The sec-
ond-generation GFS maintains the strength and lo-
cation of the high center much better. The improve-
ment is attributed to better parameterization schemes
used in the eddy mixing and radiative transfer cal-
culation. The forecast of cold surges (cold air sud-
denly moves in from the northwest) in winter is also
improved in the second-generation GFS. The prob-
lems of too fast and too weak cold surge forecasts are
reduced in the second-generation GFS. The increase
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in the model resolution is identified as the main reason
for the improvement of the cold surge forecasts.

8. Summary and future plans

The GFS that entered operational use in 1988 has
been upgraded to include better numerical methods,
improved physical parameterization, and supplemen-
tal observations in data assimilation. The second-gen-
eration GFS uses spectral representation in the nu-
merical integration of the governing equations. The
major improvements in the GFS are to use multivar-
iate OI analysis in place of univariate Barnes analysis,
to use nonlinear normal model initialization in place
of linear balance of all modes, to use 1.5-order eddy
mixing parameterization in place of a well-mixed
boundary layer at the bottom, to use a more completed
radiative transfer calculation, and to use a relaxed
Arakawa–Schubert parameterization to speed up the
computation for cumulus convection. The supple-
mental observations from the GRID messages on the
GTS are used to increase the data coverage that re-
places the old procedure of blending the climatolog-
ical values with the first-guess fields in the Tropics
and Southern Hemisphere. The forecast skills of the
second-generation GFS are significantly improved
over those of the first-generation GFS. With relatively
less observational data and T79 resolution, the GFS
can provide more than 5 days of useful forecast guid-
ance (anomaly correlation coefficient of 500-mb
height . 0.6) to forecasters. The forecast skills of the
second-generation GFS are, however, still behind
those of other major NWP centers. As for winter 1996/
97, the 500-mb height anomaly correlation coefficient
for the Northern Hemisphere was about 0.02 to 0.1
below the scores of the ECMWF for 24 to 120-h fore-
casts, respectively.

Researchers at the CWB are currently working on
several projects to keep improving the GFS. The GFS
has been tested to run with 120 wave truncation. Pre-
liminary results show that the increase of resolution
improved the score of the 500-mb height anomaly
correlation in January 1997 by about 0.005 to 0.04
for 24 to 120-h forecasts, respectively. A new version
of cumulus parameterization that includes the down-
draft effects following Cheng and Arakawa (1993) is
being tested for implementation to the GFS. A 3D-Var
analysis method is in development to replace the OI
analysis. An adjoint model of the global forecast mod-
el is in development for 4D-Var analysis and ensemble
forecasts in the future. Other efforts such as tuning
physical parameterization schemes, better use of
available data, and evaluating results to identify sys-
tematic problems of the GFS are carried out daily by
researchers in the CWB.
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