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ABSTRACT

The accuracy of a numerical model is often scale dependent. Large spatial-scale phenomena are expected to
be numerically solved with better accuracy, regardless of whether the discretization is spectral, finite difference,
or finite element. The purpose of this article is to discuss the scale-dependent accuracy associated with the
regional spectral model variables expanded by sine–cosine series. In particular, the scale-dependent accuracy in
the Chebyshev-tau, finite difference, and sinusoidal- or polynomial-subtracted sine–cosine expansion methods
is considered. With the simplest examples, it is demonstrated that regional spectral models may possess an
unusual scale-dependent accuracy. Namely, the numerical accuracy associated with large-spatial-scale phenomena
may be worse than the numerical accuracy associated with small-spatial-scale phenomena. This unusual scale-
dependent accuracy stems from the higher derivatives of basic-state subtraction functions, which are not periodic.
The discontinuity is felt mostly by phenomena with large spatial scale. The derivative discontinuity not only
causes the slow convergence of the expanded Fourier series (Gibbs phenomenon) but also results in the unusual
scale-dependent numerical accuracy. The unusual scale-dependent accuracy allows large-spatial-scale phenomena
in the model perturbation fields to be solved less accurately.

1. Introduction

Spectral methods seek the solution to a differential
equation in terms of a series of known, smooth func-
tions. The basis functions are often chosen from the
eigenfunctions of a Sturm–Liouville problem for the
reason of orthogonality and completeness. With the ad-
vent of the fast Fourier transform (FFT) and the spectral
transform method (Orszag 1970), the spectral method
has become a popular choice in atmospheric modeling.
It is accurate with the ‘‘exponential convergence’’ prop-
erty. It avoids aliasing error and the pole problem in the
global spherical domain. The spectral method conserves
the quadratic quantities and is well-suited for climate
modeling. Most of all, the spectral method allows the
efficient incorporation of the semi-implicit method in
global models. The semi-implicit method is important
because it allows the time step to be limited mainly by
the magnitude of the wind associated with advection. It
removes the stability constraint imposed by the fast
gravity or acoustic waves. On the other hand, the semi-
Lagrangian method removes the stability constraint im-
posed by the advective process. With the semi-implicit
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scheme and the semi-Lagrangian method, the time step
in an atmospheric model is limited by the accuracy re-
quirement rather than by the stability requirement. The
longer time step used in the semi-implicit method allows
the physical parameterization package (with the excep-
tion of radiation) to be called every time step. With the
above advantages, despite the lack of a fast Legendre
transform, almost all the operational global models and
GCMs are based on the spectral method with spherical
harmonic basis functions.

Despite the popularity of global spectral models, there
are obstacles for regional spectral models. The obstacles
lie in the time-dependent lateral boundary conditions
and the implementation of semi-implicit methods. Tat-
sumi (1986) developed a sinusoidal-subtracted Fourier
sine–cosine series expansion method for limited-area
modeling. His method in principle is similar to the poly-
nomial-subtracted Fourier sine–cosine series expansion,
which is discussed by Gottlieb and Orszag (1977). The
method was successfully applied to the operational fore-
cast model at the Japan Meteorological Agency (Segami
et al. 1989). Several similar Tatsumi-type spectral meth-
ods have also been developed in other places. For ex-
ample, Machenhauer (1986) and Haugen and Machen-
hauer (1993) employed the Fourier series in the High-
Resolution Limited-Area Model (HIRLAM), Hoyer
(1987) used the sine–cosine series in the European Cen-
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tre for Medium-Range Weather Forecasts spectral lim-
ited-area model (Hoyer-type method hereafter), and
Chen and Kuo (1992) used a harmonic-sine series ex-
pansion for the partition and reconstruction of limited-
area model variables. Juang and Kanamitsu (1994) de-
veloped a nested regional spectral method, which con-
sists of a low-resolution global spectral model and a
high-resolution sine–cosine-based regional spectral
model. More recently, Chen et al. (1997) presented a
harmonic-Fourier spectral limited-area model with an
external wind lateral boundary condition. Except for
differences in the boundary smoothing, these methods
differ from each other only in the separation of variables
into perturbation and mean. After this separation, the
perturbation part of the variable is expanded in Fourier
type series for spectral computation. The advantage of
Tatsumi-type or Hoyer-type methods lies in the easy
incorporation of the semi-implicit method in the re-
gional model. In addition to the semi-implicit method,
the Juang and Kanamitsu (Hoyer-type) model allows the
regional model to share the same physics and vertical
structure with the global spectral model.

Contrary to the Tatsumi-type and Hoyer-type regional
methods, Fulton and Schubert (1987a,b) present a sum-
mary of the Chebyshev spectral method, including dis-
cussions and demonstrations of technique implemen-
tation, accuracy, and stability. They also develop a Che-
byshev spectral shallow water model in a limited do-
main, and it yields good results without any boundary
smoothing. Kuo and Schubert (1988) have applied the
Fourier–Chebyshev method in a Boussinesq nonhydro-
static model to study the evaporative instability of ma-
rine boundary layer stratocumulus. Kuo and Williams
(1992) discussed the boundary effects in limited-area
spectral models. With a simple model, they demonstrat-
ed that Tatsumi-type methods do not in general possess
the exponential convergence property. The slow con-
vergence of expanded series comes from the fact that
the higher derivatives of the expanded function are not
continuous at the boundary in a regional model with
time-dependent lateral boundary conditions. Thus, the
high-resolution calculations of Tatsumi-type methods
may not yield high numerical accuracy.

In this article, we discuss the property of scale-de-
pendent accuracy in the regional spectral methods with
sine–cosine series. In particular we will show that the
perturbation fields in regional spectral models with sine–
cosine series expansions may possess an unusual scale-
dependent accuracy. Namely, the numerical accuracy of
the perturbation fields becomes worse as the spatial scale
of the phenomenon gets larger. We will use simple cal-
culations to explore situations in which the derivatives
of expanded functions are discontinuous at the time-
dependent lateral boundary. Section 2 gives the analysis
of the Fourier series and section 3 discusses the model
problems and numerical methods. Numerical results
without boundary smoothing or filtering are presented
in section 4. Section 5 gives concluding remarks.

2. Analysis of the Fourier series

Following Lanczos (1956), we will present arguments
concerning the effect of boundary conditions on the
speed of convergence (accuracy) of the Fourier cosine
and sine series. More general analyses of the eigen-
functions of Sturm–Liouville problems can be found in
Gottlieb and Orszag (1977) and Fulton and Schubert
(1987a).

We consider a function f (x) in the limited domain
[0, p]:

f (x) 5 g(x) 1 h(x), (2.1)

where g(2x) 5 g(x) is an even function and h(2x) 5
2h(x) is an odd function.

The g(x) [and the h(x)] can then be obtained by the
cosine (sine) expansions:

`1
g(x) 5 a 1 a cos(kx), (2.2a1)O0 k2 k51

`

h(x) 5 b sin(kx), (2.2b1)O k
k51

with
p2

a 5 f (x) cos(kx) dx, (2.2a2)k Ep 0

and
p2

b 5 f (x) sin(kx) dx. (2.2b2)k Ep 0

The speed of convergence can be estimated by the
rate at which the spectral coefficient ak decreases with
increasing k. The order of the coefficients in the cosine
series can be estimated through integration by parts of
(2.2a); namely,

p p2 2 sin(kx)
f (x) cos(kx) dx 5 2 f 9(x) dx.E Ep p k0 0

(2.3)

Repeating the process once more,
p2 sin(kx)

2 f 9(x) dxEp k0

p p2 f 9(x) cos(kx) 2 cos(kx)
5 2 f 0(x) dx. (2.4)E2 2)p k p k0 0

From (2.3) and (2.4) with large k, the dominate term
for ak becomes

p k2 f 9(x) cos(kx) 2 (21) f 9(p) 2 f 9(0)
[a ] 5 5 .k dom 2 2)p k p k0

(2.5)

Similar arguments yield the dominate term for the co-
efficients of the sine series; that is,
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p k2 f (x) cos(kx) 2 f (0) 2 (21) f (p)
[b ] 5 2 5 .k dom )p k p k0

(2.6)

The integration by parts can be repeated so long as f (x)
is sufficiently smooth. If f (x) does not satisfy any spe-
cific boundary conditions, then the coefficients of the
cosine series decreases at the rate k22, the coefficients
of the sine series only at the rate k21.

In Tatsumi-type methods, a sinusoidal function or
global model component is introduced as the additional
basis to satisfy the time-dependent lateral boundary con-
dition. After subtracting the additional basis from the
model variable, the subtracted function or the pertur-
bation part of the variables will then satisfy either of
the following homogeneous conditions:

f (0) 5 f (p) 5 0, (2.7a)

f 9(0) 5 f 9(p) 5 0. (2.7b)

The sine–cosine expansions are then employed for the
perturbation variables in the regional spectral method.
However, continuity of the higher-order derivatives is
not guaranteed in the perturbation variables with time-
dependent boundary conditions, regardless of what ad-
ditional basic mean state is chosen. This discontinuity
may occur, for example, when inconsistencies between
the regional model and global model develop. Thus, it
is expected that the sine series in general converges at
the rate of k23, whereas the cosine series converges at
the rate of k24, provided that the expanded variable is
sufficiently smooth in the limited domain.

This slow convergence in the Fourier series is essen-
tially a reflection of the Gibbs phenomenon associated
with the expanded variables not satisfying the periodic
condition in the higher-order derivatives. This condition
is different from the condition that the higher derivatives
be continuous at lateral boundary (which can result from
boundary smoothing). The convergence rate depends
only on the smoothness and on the boundary behavior
of the function expanded, regardless how the function
is constructed. In the next sections we will use simple
calculations to illustrate the impact on the scale-depen-
dent accuracy of the higher derivative discontinuity at
the boundary. We will show that the boundary discon-
tinuity not only causes the slow convergence of the
expanded Fourier series (Gibbs phenomenon) but also
results in an unusual scale-dependent accuracy. The un-
usual scale-dependent accuracy allows large spatial-
scale phenomena in the model perturbation fields to be
solved less accurately.

3. Model problems

a. Advection equation and numerical methods

The first problem we consider is the one-dimensional
linear advection equation:

]u ]u
1 5 0, (3.1a)

]t ]x

in the domain [21, 1] with the initial condition

2x 1 0.5
u(x, t 5 0) 5 exp 2 , (3.1b)1 2[ ]L

and the boundary condition

2
20.5 2 t

u(21, t) 5 g(t) 5 exp 2 . (3.1c)1 2[ ]L

The analytical solution of this problem is

2x 2 t 1 0.5
u (x, t) 5 exp 2 . (3.2)ana 1 2[ ]L

This is the simplest model involving wave or advec-
tive processes. The incoming boundary condition (3.1c)
is specified according to the analytical solution
uana(21, t). No boundary condition is needed at x 5 1.
This is an open boundary situation in the sense that any
wave should propagate out of the domain without any
difficulty. As in Kuo and Williams (1992), we will solve
the above problem with polynomial-subtracted (PST),
sinusoidal-subtracted (SST) sine series expansion of the
Tatsumi-type method, the fourth-order finite-difference
method (FD4), and the Chebyshev t method. The
Gaussian function is used because it is infinitely dif-
ferentiable. The Gaussian function as well as the ana-
lytical boundary condition (3.1c) allow the numerical
error to be determined as a function of the spatial-scale
parameter (Gaussian e-folding distance) L.

The t and FD4 equations for our model problem (3.1)
can be found in Kuo and Williams (1992). Note that
the physical points used for a fast discrete Chebyshev
transform are x j 5 cos( jp/N) for j 5 0, . . . , N. These
points have irregular spacing, which are of O(1/N 2) near
the boundary. This irregular grid spacing complicates
the time-differencing efficiency in the p method. The
PST and SST methods can be found in Kuo and Wil-
liams (1992). They are the same as illustrated in Gottlieb
and Orszag (1977) and Tatsumi (1986). The two meth-
ods differ only in the choice of basis functions that
satisfy the time-dependent boundary condition. For the
PST scheme we seek the solution of (3.1) as the sum
of a linear polynomial and a sine series:

u (1, t) 2 g(t) u (1, t) 1 g(t)
u(x, t) 5 x 1

2 2

N p p
1 ỹ (t) sin n x 1 , (3.3)O n 1 2[ ]2 2n51

where u(1, t) in (3.3) is the computed value at x 5 1
by the PST method. For the SST method, we seek so-
lutions of (3.1) as the sum of a time-dependent sinu-
soidal function and a sine series. The time-dependent
sinusoidal basis is
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u (1, t) 2 g(t) p u (1, t) 1 g(t)
h (x, t) 5 sin x 1 .sin 1 22 2 2

(3.4)

These additional time-dependent bases are introduced
to satisfy the time-dependent lateral boundary condi-
tions and thus allow the subtracted functions to be ex-
panded in sine series. Note that the subtracted functions
may be periodic in their function values at the boundary,
but there is no guarantee that they will be periodic in
the higher derivatives. Even though the variable sepa-
ration in our advection test differs greatly from Hoyer-
type method, our results should apply equally to the
perturbation fields in Hoyer-type method when the per-
turbation fields do not satisfy the periodic condition in
higher derivatives. Our next model problem involves
neither the Tatsumi-type nor the Hoyer-type procedure
of variable separation.

b. Poisson equation and numerical method

The crucial factor for an efficient atmospheric model
lies in the implementation of the semi-implicit method.
Similar to the spherical harmonics–based global spectral
method, the Tatsumi-type or Hoyer-type method allows
the efficient use of the semi-implicit method. With the
subtracted variables expanded in terms of Fourier, sine–
cosine series, the FFT is used to cut down the com-
putation cost of transformation between spectral and
physical space. The solution of the Poisson equation, as
required in the semi-implicit method, is of trivial effort
in the spectral space when the Fourier type of basis
function is employed.

We now consider the two-dimensional Poisson prob-
lem:

¹2u 5 f, (3.5a)

in [21, 1] by [21, 1] domain with the right-hand side
function f defined as

2 2x y 4
2 2 2f 5 exp 2 2 (x 1 y 2 L ). (3.5b)

41 2 1 2[ ]L L L

The e-folding distance L again will be used to indicate
the spatial scale. With the boundary conditions

2 2u(21, y) 5 u(1, y) 5 exp[2(1 1 y )/L ]

21 # y # 1, (3.6a)

and
2 2u(x, 21) 5 u(x, 1) 5 exp[2(x 1 1)/L ]

21 # x # 1, (3.6b)

we have the analytical solution for (3.5) as

2 2x 1 y
u(x, y) 5 exp 2 , (3.7)ana 21 2L

in [21, 1] by [21, 1] domain. To test the boundary

effect on the scale-dependent accuracy, instead of using
(3.6) as the boundary condition for (3.5), we will solve
(3.5) with the zero boundary condition of u 5 0. Even
though the analytical solution in (3.7) does not show u
5 0 along the boundary, the boundary condition is pur-
posely set to zero so as to introduce a small error into
the boundary condition. The point is then to see how
the unusual scale-dependent accuracy results from the
small error in the boundary condition. Note that the
Poisson equation test here involves neither the Tatsumi-
type nor the Hoyer-type procedure of variable separa-
tion.

The numerical solution will then be compared with
(3.14) to see how the small difference (discontinuity)
at the boundary affects the numerical solution. For sim-
plicity, we term the difference between the numerical
solution and (3.7) as the error. The spectral method with
double Fourier bases and the second-order finite-dif-
ference (FD2) with a multigrid technique (Fulton et al.
1986) are used.

4. Numerical results

a. Advection equation

The fourth-order Runge–Kutta time integration
scheme is used for the time integration for the FD4, t ,
PST, and SST methods, with the time step chosen to be
very small so that the errors in the computation are
dominated by spatial discretization errors.

Figure 1a gives the root-mean-square errors (in log
form) in numerical solutions of the model problem
(3.1a)–(3.1c) as a function of the spatial-scale parameter
L (Gaussian e-folding distance) at t 5 1.0 for N 5 32.
The t method clearly gives a much better approximation
than does the FD4 method as L increases. In particular,
the t method reaches machine accuracy [O(1026)] when
L $ 0.3. We note that the errors in the SST and PST
methods in Fig. 1a are ‘‘V’’ shaped with respect to the
spatial size parameter L. The minima in these V-shaped
curves are associated with L 5 0.2, a spatial scale that
is about one-fifth of the domain in this calculation. On
the left part of the V-shaped curves, the error decreases
as L increases. This agrees with the FD4 and t methods
in that the larger spatial-scale phenomena can be com-
puted with a better numerical accuracy. On the right
part of the V-shaped curves where L $ 0.2, the nu-
merical accuracy decreases as L increases. Namely, the
numerical accuracy associated with larger spatial-scale
phenomena is worse than the numerical accuracy as-
sociated with smaller spatial-scale phenomena.

Figure 1b is similar to Fig. 1a except for N 5 48.
The magnitude of numerical accuracy in Fig. 1b should
be higher than the numerical accuracy in Fig. 1a since
a larger N has been used. This indeed is the case for
the FD4 and t methods. Because the equal grid spacing
used in the PST and SST methods is smaller than the
irregular grid spacing used in the t method at the center
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FIG. 1. Root-mean-square errors in the numerical solutions of the
model problem (3.1a)–(3.1c) as a function of L at t 5 1.0 for (a) N
5 32 and (b) N 5 48.

of the domain, and because the discontinuity at the
boundary is not felt by the smaller scale, the PST and
SST methods possess the exponential convergence prop-
erty and yield better results than the t method when L
, 0.15. We do not observe accuracy improvement from
N 5 32 to N 5 48 in the PST and SST methods for L
$ 0.15. Moreover, the errors associated with the PST
and SST methods increase as L increases. Thus the larg-
er spatial-scale phenomena are always modeled with less
accuracy in the PST and SST methods when N 5 48.
Contrary to the Tatsumi-type method, the errors asso-
ciated with the FD4 and t methods decrease as the L

increases. The t method reaches machine accuracy at
L 5 0.2. The unusual scale-dependent accuracy property
we see in Fig. 1 with the PST and SST methods stems
from the fact that the higher derivatives of the expanded
variables in the PST and SST methods are not periodic.
This discontinuity at the boundary is particularly felt
by the phenomena with larger spatial scale (e.g., L $
0.15 in our model problem). Thus, large-scale phenom-
ena are not necessarily modeled with better accuracy in
the Tatsumi-type methods.

The root-mean-square errors (in log form) in numer-
ical solutions of the model problem (3.1a)–(3.1c) as a
function of N and L for the FD4 and t methods at t 5
1 are shown in Fig. 2. It is clear that the accuracy im-
proves (until the machine accuracy of 1026 is reached)
as both N and L increase. Figure 3 is similar to Fig. 2
except for the PST and SST methods. Figure 3 reveals
that the accuracy does not improve as N increases as
when L $ 0.2 for both the PST and the SST methods.
On the other hand, for a fixed N and for L $ 0.2, the
accuracy is degraded as L increases for both the PST
and SST methods. This suggests that the discontinuity
in the expanded perturbation variables not only causes
the slow convergence of the sine series but also results
in the unusual scale-dependent accuracy in that large
spatial-scale phenomena are solved less accurately.

b. Poisson equation

The root-mean-square errors in the numerical solu-
tions of model problem (3.5) with the zero boundary
condition are shown in Fig. 4 as a function of N for L
5 0.2 and L 5 0.3. The algebraic convergence of the
FD2 method for both L 5 0.2 and L 5 0.3 and the
exponential convergence of the Fourier spectral method
for L 5 0.2 are obvious. The Fourier spectral method
converges slowly for L 5 0.3 when N $ 16, and thus
does not improve the accuracy as N increases. This
‘‘saturation of accuracy’’ is due to the fact that the dis-
continuity near the boundary is felt by a larger spatial
scale (e.g., L 5 0.3) when high accuracy is desired.

Figure 5 gives the root-mean-square errors in the nu-
merical solutions of the model problem (3.5) with the
zero boundary condition as a function of the spatial-
scale parameter L when N 5 32. It is clear that the
errors associated with the FD2 method decrease as L
increases. This is the usual scale-dependent accuracy in
the numerical model. Namely, the large spatial scale is
resolved more accurately in the model. On the other
hand, we observe the V-shaped error with respect to the
size parameter L for the Fourier spectral method. Again,
the minimum in this V-shaped shaped curve is associ-
ated with an L of 0.2. On the left part of the V-shaped
curve, the error decreases more quickly than the FD2
method as L increases. This reflects the exponential con-
vergence in the Fourier spectral method over the al-
gebraic convergence in the FD2 method. On the right
part of the V-shaped curve where L $ 0.2, the accuracy
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FIG. 2. Root-mean-square errors (in log form) in the numerical
solutions of the model problem (3.1a)–(3.1c) as a function of L and
N at t 5 1.0 for (a) the FD4 method and (b) the t method. The
contour interval is 0.5.

FIG. 3. Similar to Fig. 2 except for (a) the PST method and (b) the
SST method. The contour interval is 0.25.

decreases as L increases. Namely, numerical accuracy
associated with a larger spatial-scale phenomena is
worse than the numerical accuracy associated with a
smaller spatial scale. This unusual scale-dependent ac-
curacy is accompanied with the loss of exponential con-

vergence in the spectral model. It is also interesting to
note the rapid increase of error associated with the in-
crease of spatial-scale parameter L. The test of model
problem (3.5) with the zero boundary condition illus-
trates the sensitivity of the computed solutions to the
discontinuity at the boundary. This sensitivity is felt
mostly for a phenomenon with larger spatial scale.
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FIG. 4. Root-mean-square errors in the numerical solutions of the
model problem (3.5a)–(3.5b) with the zero boundary condition as a
function of N for L 5 0.2 and L 5 0.3.

FIG. 5. Root-mean-square errors in the numerical solutions of the
model problem (3.5a)–(3.5b) with the zero boundary condition as a
function of L when N 5 32.

5. Concluding remarks

The appeal of regional spectral methods in atmo-
spheric modeling is the accuracy and efficiency asso-
ciated with the fast transform, the rapid convergence
rate for the chosen basis functions, and the easy imple-
mentation of the semi-implicit method. To cope with
the problem of time-dependent boundary conditions,
some mean functions are often subtracted from the mod-
el variables in the Tatsumi-type methods. The subtracted
model variables are then expanded in the sine–cosine
basis functions to take the advantage of fast transform
calculations and the easy implementation of the semi-
implicit method. We have shown in this paper, by simple
calculations, that the model variables expanded by sine–
cosine series do not in general possess the exponential
convergence property. The high-resolution solutions of
regional spectral methods do not yield high accuracy
accordingly. Moreover, the method possesses an unusual
scale-dependent accuracy property with larger spatial-
scale phenomena solved less accurately. The boundary
smoothing in several regional spectral models can cer-
tainly alleviate the Gibbs phenomenon. However, the

periodic condition in higher derivatives is different from
the condition that the perturbation values at lateral
boundaries are continuous in the higher derivatives.
There are advantages in Hoyer-type methods. The buffer
zone for the cyclic condition in the HIRLAM model
can greatly reduce the Gibbs phenomena and thus the
unusual scale-dependent accuracy associated with the
model perturbation variables. Moreover, the unusual
scale-dependent accuracy is associated only with the
model perturbation fields in Hoyer-type methods. The
model solutions in Hoyer-type spectral methods are the
summation of the external components and the pertur-
bation fields. Depending on the weighting of the per-
turbation fields to the total solutions in Hoyer-type spec-
tral model, the unusual scale-dependent property may
be pratically insignificant. It is not our intention to state
that the unusual scale-dependent accuracy is significant
in all regional models with sine–cosine series expan-
sions.

In more complicated models, especially those in-
tended for operational forecasting, there are sources of
error besides the discretization error discussed in this
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article. The errors may stem from the uncertainties in
the initial conditions, from the inexact specification of
boundary conditions, and from the use of physical par-
ameterizations. Thus it is difficult, based on the cal-
culations in this article, to assess the impact of the ‘‘sat-
uration of accuracy’’ in the large-scale phenomena on
the model output accuracy. The unusual scale-dependent
accuracy in the Tatsumi-type methods may just not be
important in practice. On the other hand, Lander and
Hoskins (1997) try to identify the smallest resolved spa-
tial scale that is ‘‘believable’’ for application of a so-
phisticated and computationally expensive parameter-
ization scheme. They are concerned with the situation
of ‘‘garbage in, garbage out,’’ in that untrustworthy
fields input into a parameterization will yield an un-
desired feedback. The unusual scale-dependent accuracy
of the regional spectral model variables, as illustrated
in this paper, really complicates the argument made by
Lander and Hoskins (1997) about believable scales and
parameterizations in a spectral transform model. We are
not in a position to state explicitly the impact of the
unusual scale-dependent accuracy on an atmospheric
model with sophisticated physics. This is a question for
the numerical model with both the Tatsumi-type method
and sophisticated physics to answer.

The Chebyshev t method possesses exponential con-
vergence regardless of the behavior near the boundary.
The exponential convergence property of the t method
depends only on the smoothness of the model variables.
No boundary smoothing or buffer zone is needed in the
t method. The exponential convergence property offers
higher accuracy with fewer N or greater efficiency when
high accuracy is desired. However, due to the compli-
cation of solving a multidimensional elliptic equation
in Chebyshev spectral space in the use of semi-implicit
time integration, and due to the O(N22) grid spacing
near the boundary in the t method, which reduces the
explicit time step significantly, it is difficult to determine
which spectral method is more suitable for regional
modeling. In general, the selection of numerical meth-
ods can be made only with knowledge of the particular
application, including accuracy requirements and so-
lution characteristics.
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