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ABSTRACT

Before landfall in the Philippines, Supertyphoon Haiyan in 2013 experienced a period of rapid intensification (RI) with the maximum wind speed increasing by 31 m s$^{-1}$ in 24 h. A 2-km horizontal resolution full-physics cloud-resolving model is used to study the RI of Haiyan. To aid in the diagnosis of RI, we employ a dynamic efficiency factor (DEF), which is based on axisymmetric gradient wind vortex theory. The DEF measures the efficacy of convective heating at any point in generating kinetic energy. The DEF is large in the presence of strong baroclinicity near the eyewall. The simulated tropical cyclone (TC) becomes more symmetric and resembles the observations of Haiyan during the RI period. Our results highlight the nonlinear feedback process in which deep convection becomes collocated with the large DEF area near the eyewall. With the intensity increase, the eyewall convection results in significant subsidence warming at the edge of the eye rather than at the center of the eye. The overall eye warming enhances the baroclinicity near the eyewall and the system DEF in the eye-core region is increased by 33% before and after the RI onset. The vortex intensity increase during the RI period also leads to large unbalanced radial inflow in the boundary layer. The large radial inflow causes the deep convection to occur in the region of large inertial stability inside the radius of maximum wind. The deep convection further efficiently intensifies the TC. Our simulation emphasizes the importance of model resolution in simulating the internal nonlinear processes of RI.

1. Introduction

While forecast skill of tropical cyclone (TC) tracks have steadily improved during the past decades, forecasts of intensity have made much slower progress and remain a highly challenging problem (Elsherry et al. 2007; DeMaria et al. 2007, 2014; Rogers et al. 2013a). Large intensity errors tend to occur for TCs that undergo rapid intensification (RI; Ito 2016), which is usually defined as a process where the maximum wind speed $V_{\text{max}}$ increases at the 95th percentile of all TC intensity changes over water (Kaplan and DeMaria 2003), or greater than 19.5 m s$^{-1}$ in 24 h in the western North Pacific (WNP; Hendricks et al. 2010).

Based on the statistical study of Shu et al. (2012), nearly 70% of all TCs in the 1970–2007 period that reached 51 m s$^{-1}$ in $V_{\text{max}}$ (category 3 on the Saffir–Simpson hurricane wind scale), experienced RI at least once during their lifetime. While this percentage is much lower for less intense TCs (e.g., 30% for cases with $145 \leq V_{\text{max}} \leq 50.9$ m s$^{-1}$, and about 16% among all TCs), RI is a frequent path for TCs to reach the higher portion of the intensity spectrum. Conversely, the remaining 30% of severe TCs reached their peak intensity gradually without RI taking place.

Kaplan and DeMaria (2003) identified synoptic conditions conducive to RI, including weaker vertical wind shear, an upper-level trough, a cold-core low, high relative humidity at low-levels, warmer SST, and stronger upper-level easterlies. Hendricks et al. (2010) studied the RI environmental conditions of TCs in the WNP and in the Atlantic during 2003–08 according to the 24-h intensity changes in $V_{\text{max}}$. Their results for the WNP...
indicate no significant difference between the intensifying group and the RI group in most of the environmental conditions such as deep-layer shear, humidity, low-level vorticity and convergence, and upper-level divergence. In other words, once a favorable environment exists for the TCs to intensify, there is no further distinction in synoptic conditions on whether an RI will occur or not.

Statistical studies based on satellite data, however, have found some differences in inner-core rainfall structure between RI and non-RI storms. The RI group tends to exhibit a ring-like eyewall with both deep convection and shallow precipitation at the onset of RI (Kieper and Jiang 2012; Rogers et al. 2013b). The RI group of TCs also have a higher degree of axisymmetry in precipitation before and during the RI (e.g., Harnos and Nesbitt 2011, 2016a; Zagrodnik and Jiang 2014; Tao and Jiang 2015). Intense convection and total rainfall also increase after RI, which is likely a response to the RI process (Tao et al. 2017). Airborne Doppler radar observations indicate that intensifying TCs have a more complete eyewall structure with more convection inside the RMW than that of the nonintensifying storms (Rogers et al. 2013b, 2016; Zawislak et al. 2016). Using a symmetry index for rain and convection, Alvey et al. (2015) found that TCs with higher intensification rates (including those with RI) tend to have greater areal coverage of rainfall as well as a higher rate of symmetrization before and during their intensification (also Zawislak et al. 2016; Tao et al. 2017).

Kossin and Schubert (2001) and Hendricks et al. (2009) showed the mixing of potential vorticity (PV) into the eye from the eyewall PV ring by barotropic instability. The mixing of PV leads to a drop in the minimum sea level pressure similar to that in RI. This suggests that RI can be due to the internal dynamics under favorable environmental conditions. Within the framework of an axisymmetric and balanced vortex, Schubert and Hack (1982) suggested that both the vortex structure and the location of diabatic heating play crucial roles in the intensification of TCs. Vigh and Schubert (2009) found that the warm core in TCs may rapidly develop if a portion of the deep convection occurs in the inner-core region. Latent heat release that occurs inside the radius of maximum wind (RMW), or in regions of high inertial stability, can intensify the tangential wind more efficiently since low-level inflow and a spinup is generated at the RMW (Shapiro and Willoughby 1982; Pendergrass and Willoughby 2009; Rogers et al. 2013b, 2016; Smith and Montgomery 2016; Paull et al. 2017).

In summary, the RI process involves factors across a wide range of scales, including environmental conditions at the synoptic scale, the vortex structure at the mesoscale, and diabatic heating at the convective scale (Marks and Shay 1998; Bister and Emanuel 1998; Wang and Wu 2004). In particular, factors such as the degree of symmetry, and the amount of deep convection inside of the RMW may be important for the internal dynamics of RI (Nolan et al. 2007; Rogers et al. 2013b, 2016; Zawislak et al. 2016). In the axisymmetric gradient wind balanced framework, Hack and Schubert (1986, hereafter HS86) studied the dynamic efficiency factor (DEF) with a prescribed uniform heating on an idealized Rankine vortex. The DEF measures the effectiveness of convective heating at any point in generating kinetic energy (KE). The DEF is large in the presence of eye warming and strong baroclinicity in the inner-core region (HS86).

Supertyphoon Haiyan (2013), the most intense tropical cyclone (TC) in the Western Hemisphere, experienced a period of RI where the maximum wind speed increased by 31 m s$^{-1}$ in 24 h. We use a 2-km horizontal resolution full-physics cloud-resolving model to study the RI of Haiyan with the DEF analysis for internal dynamics. We emphasize the structural changes in the inner-core region observed during the RI period, including the axisymmetrization, contraction of the RMW, eyewall deep convection, increase in the DEF, boundary layer (BL) radial inflow, and the dramatic increase of $V_{\text{max}}$. Our goal is to investigate the internal dynamics of RI with the DEF analysis. Section 2 describes the observations of Haiyan, the numerical model framework, and the DEF diagnostic theory. A comparison of simulations with the observations and an analysis of the axisymmetrization process of the vortex are presented in section 3. Section 4 describes the DEF diagnosis and the internal nonlinear dynamics of the inner-core region. Conclusions are given in section 5.

2. Observations, model description, and the dynamic efficiency factor

a. Observations

Supertypoon Haiyan formed on 2 November 2013 in the WNP from a westward-moving tropical disturbance embedded in a mixed Rossby–gravity wave (Shu and Zhang 2015). Haiyan developed in an environment with ample upper-ocean heat content, weak vertical wind shear, and favorable upper-level divergence (Lin et al. 2014). During the course of its westward movement before landfall (Fig. 1a), it underwent RI on 4–5 November to reach supertyphoon status (≥67 m s$^{-1}$) based on the Joint Typhoon Warning Center (JTWC) best track data (Fig. 1b), and the intensity increased by as much as 31 m s$^{-1}$ in 24 h starting 0000 UTC 5 November. Such an intensification rate is more than 1.5 times the RI criterion (19.5 m s$^{-1}$ in 24 h) in the WNP.
Roughly 10 h before the initiation of RI, the Special Sensor Microwave Imager/Sounder (SSMIS) brightness temperature ($T_B$) observations from polar-orbit satellites (Sun and Weng 2008) at 1941 UTC 3 November showed that the deep convection was only loosely organized and mostly located to the south of the storm center (Fig. 2a). At 0954 UTC 4 November, the eyewall convection became more concentrated at this early stage of RI (Fig. 2b). Later in the day at 2235 UTC when the RI was well underway, size contraction and a complete eyewall had organized with spiral bands (Fig. 2c). Finally, toward the end of the RI at 2056 UTC 5 November (Fig. 2d), the eye of Haiyan became even more axi-symmetric with more deep convection compared to that at earlier times. We will show in the next section that the simulated RI resembles the structural characteristics shown in these observations.

b. The CReSS model and experiments

In this study, the Cloud-Resolving Storm Simulator (CReSS, version 3.4.3) developed at Nagoya University, Japan (Tsuboki and Sakakibara 2002, 2007; Tsuboki 2008) is used to simulate Haiyan with its output used for the DEF diagnosis. CReSS is a non-hydrostatic and compressible cloud-resolving model that uses Cartesian and terrain-following height coordinates with a single domain. The cloud microphysics scheme has six species: vapor, cloud water, cloud ice, rain, snow, and graupel with double moment for the ice phase and single moment for the liquid phase. Parameterization for subgrid-scale turbulent mixing processes in the planetary boundary layer and surface radiation and heat/momentum fluxes are used as in Tsuboki and Sakakibara (2007). The CReSS model has been used to study TCs (e.g., Akter and Tsuboki 2012; Nomura and Tsuboki 2012; Wang et al. 2012, 2013, 2015a,b; Tsuboki et al. 2015; Kanada et al. 2017; Tsujino et al. 2017) as well as a variety of convective systems (e.g., Liu et al. 2004; Shimizu et al. 2008; Rafiuddin et al. 2013; Wang et al. 2014, 2016).

Two experiments have been performed using longitude-latitude coordinates and an offline-nesting method.
similar to Wang et al. (2011). The first is a 5-km run (with 80 vertical levels) that uses the Japan Meteorological Agency (JMA) $0.5^\circ \times 0.5^\circ$ global analyses (Kadowaki and Yoshimoto 2012) as the initial conditions and boundary conditions to simulate Haiyan for 5 days from 1200 UTC 4 November to 1200 UTC 9 November 2013, in a domain of roughly $57^\circ$ longitude $\times 24^\circ$ latitude in size. The JMA Merged Global Daily SST (MGDSST) analyses, which assimilate both satellite and in situ observations at a resolution of $0.25^\circ \times 0.25^\circ$, are used at the lower boundary. The output from the 5-km run is then used to drive the second, 2-km experiment (with 76 vertical levels), which is designed to provide high-resolution results for the DEF diagnosis. The 2-km simulation covers a slightly smaller area (about $48^\circ$ longitude $\times 21^\circ$ latitude) over a 4-day period starting from 0000 UTC 5 November 2013, with a model output interval of 5 min.

c. Equation for the dynamic efficiency factor

We begin the derivation of the DEF with the axisymmetric governing equations for radial motion, tangential motion, hydrostatic balance, continuity, and thermodynamics:

\begin{align}
(f + \frac{v}{r}) u &= \frac{\partial \phi}{\partial r}, \quad (1a) \\
\frac{dv}{dt} + fu + \frac{w v}{r} &= F, \quad (1b)
\end{align}
\[ \frac{\partial \phi}{\partial z} = \frac{g}{\theta_0} \theta, \quad \text{(1c)} \]
\[ \frac{\partial u}{\partial z} + \frac{\partial p}{\partial r} = 0, \quad \text{(1d)} \]
\[ \frac{\partial}{\partial t} \left( \frac{1}{r^2} \right) = \frac{\partial}{\partial r} \left( \frac{1}{r^2} \right) \frac{\partial m}{\partial r} = Q, \quad \text{(1e)} \]

where \( u \) and \( v \) are the radial and tangential wind components, respectively; \( z = (c_\theta \theta_0 g) [1 - (p/p_0)^{1.1}] \) is the pseudohorizontal vertical coordinate; \( w \) is the vertical velocity; \( \rho = \rho_0 (p/p_0)^{1.1} \) is the pseudodensity; \( F \) is the forcing in tangential direction; \( \phi \) is the geopotential; and \( Q \) is the diabatic heating rate, with all other variables having their usual meaning.

Since \( u = dr/dt \), the lhs of (1b) can be multiplied by \( r \) to obtain
\[ r \frac{dv}{dt} + fr \frac{dr}{dt} + v \frac{dr}{dt} = \frac{d}{dt} \left( rv + \frac{1}{2} r^2 \right) = \frac{dm}{dt}, \quad \text{(2)} \]

where \( m = rv + 1/2 r^2 \) is the absolute angular momentum. Using (2), the left-hand side of (1a) becomes
\[ f v + \frac{v^2}{r} = \frac{1}{r^2} \nu (rv + r^2) \]
\[ = \frac{1}{r^2} \left( rv + \frac{1}{2} r^2 \right) \left( rv + \frac{1}{2} r^2 \right) \]
\[ = \frac{1}{r^2} \left( m^2 - \frac{1}{4} r^2 r^4 \right). \]

Thus, (1a) and (1b) can be rewritten as
\[ \frac{\partial}{\partial r} \left( \frac{1}{r^3} \right) m^2 \quad \text{(4a)} \]
\[ \frac{dm}{dt} = \frac{\partial m}{\partial r} + u \frac{\partial m}{\partial r} + w \frac{\partial m}{\partial r} = rF. \quad \text{(4b)} \]

By combining (4a) and (1c), the thermal-wind equation and its time derivative can be written as
\[ \frac{g}{\theta_0} \frac{\partial \theta}{\partial r} = \frac{1}{r^3} \frac{\partial m^2}{\partial r}, \quad \text{(5)} \]
\[ \frac{\partial}{\partial t} \left( \frac{g}{\theta_0} \frac{\partial \theta}{\partial r} \right) = \frac{\partial}{\partial t} \left( \frac{1}{r^3} \frac{\partial m^2}{\partial r} \right). \quad \text{(6)} \]

The static stability, baroclinicity, and inertial stability can be, respectively, defined as
\[ \rho A := \frac{g}{\theta_0} \frac{\partial \theta}{\partial z}, \quad \text{(7a)} \]
\[ \rho C := \left( f + \frac{2\nu}{r} \right) \left( f + \frac{\partial v}{\partial r} \right) = \frac{1}{r^3} \frac{\partial m^2}{\partial r}. \quad \text{(7c)} \]

Using these definitions, (4b) and (1e) can be expressed as
\[ \frac{1}{r^3} \frac{\partial m^2}{\partial t} + \mu u C - \rho w B = 2m F, \quad \text{(8a)} \]
\[ \frac{g}{\theta_0} \frac{\partial \theta}{\partial r} - \rho u B + \rho w A = \frac{g}{\theta_0} Q. \quad \text{(8b)} \]

Next, based on the continuity in (1d), the 2D stream-function \( \psi \) (on the radius–height plane) is defined as
\[ (\rho u, \rho w) = \left[ \frac{\partial \psi}{\partial z}, \frac{\partial (\rho \psi)}{\partial r} \right]. \quad \text{(9)} \]

By taking the partial derivatives of (8a) with respect to \( z \) and (8b) with respect to \( r \) then subtracting them to eliminate the time-tendency terms using (6), the Sawyer–Eliassen circulation diagnostic equation (Eliassen 1952; Vigh and Schubert 2009; Bui et al. 2009) can be obtained as
\[ L \psi = \frac{g}{\theta_0} \frac{\partial Q}{\partial r} - \frac{1}{r^2} \frac{\partial (2m F)}{\partial z} \]
\[ = \frac{\partial}{\partial r} \left[ \frac{A}{\rho r} \frac{\partial (\cdot)}{\partial r} + \frac{B}{\rho r} \frac{\partial (\cdot)}{\partial z} + \frac{C}{\rho r} \frac{\partial (\cdot)}{\partial z} \right]. \quad \text{(10a)} \]

The operator (10b) is elliptic if \( AC - B^2 > 0 \). The boundary conditions of (10) are that \( \psi = 0 \) on the top, bottom, and inner boundaries (at \( r = 0 \)), and that \( \psi \to 0 \) as \( r \to \infty \).

The following two energy equations can be derived from (1) as
\[ \frac{dP}{dt} = H - C, \quad \text{(11a)} \]
\[ \frac{dK}{dt} = C + M, \quad \text{(11b)} \]

where \( P \) and \( K \) denote the total potential and kinetic energies of the atmosphere, respectively; \( H \) is the total heating; \( C \) is the rate of conversion of \( P \) into \( K \); and \( M \) is the KE-generation rate by momentum forcing; and
\[ P := \int c_T p r dr dz, \quad \text{(12a)} \]
\[ K := \int \frac{v^2}{2} \rho r dr dz, \quad \text{(12b)} \]
Using (10a) in (16) and performing a final integration by parts, we obtain
\[ H := \int \int c_p \Pi Q \rho r dr dz, \quad (12c) \]
\[ C := \int \int g \vartheta \rho \theta \rho r dr dz, \quad \text{and} \quad (12d) \]
\[ M := \int \int F v r dr dz, \quad (12e) \]
where \( c_p \) is specific heat at constant pressure and \( \Pi = T \theta = (p/p_0)^k \) is the nondimensional pressure. Now, we use (9) to rewrite (12d) as
\[ C = \int \int g \vartheta \frac{\partial \vartheta}{\partial r} r dr dz. \quad (13) \]
Through integration by parts with the boundary conditions, (13) becomes
\[ C = -\int \int \varphi \frac{\partial \vartheta}{\partial r} r dr dz. \quad (14) \]
Now, define a variable \( \chi \) to be the solution of
\[ L\chi = \frac{\partial \vartheta}{\partial r}, \quad (15) \]
with similar boundary conditions for \( \chi \) as those of (10). Substituting (15) into (14) and applying the self-adjoint property of the linear operator \( L \) (which remains elliptic for a stable vortex) with the \( \psi = 0 \) boundary conditions, we obtain
\[ C = -\int \int \varphi L\chi r dr dz = -\int \int \chi L\varphi r dr dz. \quad (16) \]
Using (10a) in (16) and performing a final integration by parts, we obtain
\[ C = -\int \int \varphi \frac{\partial Q}{\partial r} - \frac{1}{r^2} \frac{\partial (2mF)}{\partial z} r dr dz \\
= \int \int \frac{g}{\vartheta_0} Q \frac{\partial \chi}{\partial r} r dr dz - \int \int \frac{2m}{r^2} F \frac{\partial \chi}{\partial z} r dr dz \\
= \int \int \eta_H c_p \Pi Q \rho r dr dz + \int \int \eta_M F v r dr dz, \quad (17) \]
where
\[ \eta_H = \frac{g}{\rho c_p \Pi \vartheta_0} \frac{\partial \chi}{\partial r}, \quad (18a) \]
\[ \eta_M = -\frac{2m \varphi \chi}{\rho \vartheta^2} \frac{\partial z}{\partial z}. \quad (18b) \]
Here, we define \( \eta_H \) as the DEF of convective heating and \( \eta_M \) as the DEF of momentum, and they represent the efficiency of converting diabatic forcing and momentum forcing to KE of the balanced flow. Our simulations indicate that the momentum term is one order of magnitude smaller than the heating term in (17) in the inner core, thus only the DEF of convective heating \( \eta_H \) is considered further in this manuscript. For the entire TC, the system DEF (\( \eta_H \)), or the ratio of conversion term to the diabatic heating term, is defined as
\[ \frac{\eta_H}{H} = \frac{C}{H} = \frac{\int \int \eta_H Q c_p \Pi \rho r dr dz}{\int \int Q c_p \Pi \rho r dr dz}. \quad (19) \]
The system DEF measures the effectiveness of the convective heating in producing KE in the TC as a whole.

Since Haiyan exhibits little vertical tilt throughout the period of interest, a method based on Braun (2002) is used to identify its center (Tsujino et al. 2017). After converting model output from Cartesian to cylindrical coordinates following the TC center, static stability (\( \rho A \)), baroclinicity (\( \rho B \)), and inertial stability (\( \rho C \)) are computed using (7). Then, (15) is used to solve \( \chi \) \((0 \leq r \leq 1000 \text{ km} \) and \( 1.5 \leq z \leq 13.2 \text{ km} \)). The dynamic efficiency factor of heat (\( \eta_H \)) computed using (18a), and the efficiency of the entire system (\( \eta_H \)) using (19) with the CReSS model output \( Q \).

3. Model simulation results

The simulated tracks of the 2-km experiments deviate to the north of the JTWC best track beginning at 0000 UTC 6 November (Fig. 1a). This may be due to a weaker subtropical high with a position too far north in the model simulation. The averaged track error is 241 km, which results in a slightly cooler SST environment (~0.5°C). Since Haiyan remained over warm water of at least 29°C and was fast moving (~9 m s\(^{-1}\)) during its RI stage, the negative ocean feedback effect was minimal (Lin et al. 2014) and thus such a small difference in SST is expected to have only a limited effect on the energy supply from the ocean.

Our 2-km simulation reproduces the RI of Haiyan, although the timing is delayed by about 48 h and the peak intensity is weaker than that observed (Fig. 1b). In the JTWC best track data, Haiyan intensified by 31 m s\(^{-1}\) (from 36 to 67 m s\(^{-1}\)) during 0000–2400 UTC 5 November, while the 2-km experiment had a 25 m s\(^{-1}\) (43–68 m s\(^{-1}\)) increase in 24 h starting at 0000 UTC 7 November. Thus, both the initial/final intensities and the rate of RI (for the 24-h period of our main interest) are in general agreement. The delayed occurrence of the
RI in CReSS is likely related to the fact that the model needs an adjustment period to generate the correct vortex strength in the initial field. The peak intensity of 71–74 m s$^{-1}$ near landfall is also less than the estimate by JTWC (Fig. 1b).

The time series of the vertical wind shear between 850 and 200 hPa (within $r = 1000$ km) associated with the TC in the 2-km simulation is shown in Fig. 3, which can be compared with the observation in Fig. S8 of Lin et al. (2014). While the observed RI occurred during 4–5 November when Haiyan experienced an increase in the vertical shear from about 6 to 10 m s$^{-1}$ (Lin et al. 2014), the TC in the model encounters a shear of less than 5–6 m s$^{-1}$ throughout its RI period (on 7 November, Fig. 3) and thus a condition even more favorable for intensification. Hendricks et al. (2010) found the mean deep-layer vertical shear for TCs that experience RI in the western Pacific to be approximately 10 m s$^{-1}$, suggesting that the shear conditions are still quite favorable even for the observed RI event in Haiyan.

Figure 4 shows the mixing ratio of precipitation (rain, snow, plus graupel), vertically averaged over 850–200 hPa, surrounding the TC center at 1200 UTC 6 November before RI, at 0000 and 0600 UTC 7 November during the early stage of RI, and at 0000 UTC 8 November at the late stage of RI in the simulation. The deep convection associated with RI around the inner core of the TC compares favorably with the SSMIS observations in Fig. 2. In particular, the asymmetry before the RI (Fig. 4a), the establishment of an eyewall, its contraction (Figs. 4b and 4c) during the RI, and the symmetric structure toward the later stage of RI (Fig. 4d) are simulated. Even though the inner eye is not as small and tight compared to Fig. 2d, the 2-km simulation does produce an RI process that resembles the observations, and therefore its results are further used to calculate the DEF diagnostics.

Consistent with many earlier studies on the distribution of convection in the RI phase (Kieper and Jiang 2012; Rogers et al. 2013b; Zagrodnik and Jiang 2014; Alvey et al. 2015; Tao and Jiang 2015), both satellite observation and model simulation show that the RI of Haiyan is accompanied by the establishment of the eyewall and a more axisymmetric storm (Figs. 2 and 4). To better understand how this axisymmetrization relates to the dynamic efficiency of latent heat release, we analyze the evolution in the degree of axisymmetric structure of Haiyan in the 2-km experiment quantitatively, by using the axisymmetry parameter $\gamma$ of Miyamoto and Takemi (2013). Any model variable $\phi$ can be separated into an azimuthal-mean $\bar{\phi}$ and the deviation from this mean $\phi'$, as

$$\phi(r, \lambda, z, t) = \bar{\phi}(r, z, t) + \phi'(r, \lambda, z, t)$$  \hspace{1cm} (20)

where $\lambda$ is the azimuthal direction and all other variables have the same meaning as before. The axisymmetry parameter $\gamma$ is defined as $\gamma$ and it represents the reciprocal of the fraction of the deviation component at its corresponding radius, and reflects the degree of axisymmetric structure. The value of $\gamma$ equals 1 when $\phi$ is perfectly axisymmetric, and close to 0 when $\phi$ is highly asymmetric.

For a cylindrical volume with a fixed radius $R$ and height $Z$ (above 1.5 km), the averaged axisymmetry $\gamma$ at any instant can be computed as

$$\gamma(t) = \frac{1}{RZ} \sum_{z=1.5}^{Z} \sum_{r=0}^{R} \gamma(r, z, t),$$  \hspace{1cm} (21)

and we set $Z$ to 12 km and $R$ to 100 km to focus on the inner core of the TC. The dynamic and thermodynamic parameters chosen for $\gamma$ include tangential wind, PV, mixing ratio of precipitating hydrometeors, hourly rainfall, and diabatic heating rate.

Among the five time series of the selected variables in Fig. 5, tangential wind has the overall highest axisymmetry, followed by the vertical-averaged PV, hourly rainfall, precipitating hydrometeors, and 6-h mean diabatic heating near and during RI (Fig. 5). Compared to $\gamma_{PV}$ (mostly $\geq 0.8$) and $\gamma_{\text{dev}}$ (below 0.2), the other three axisymmetry parameters show a more significant increase before and during RI. Among them, $\gamma_{PV}$ for PV (black) increases from about 0.3 at 1800 UTC 5 November to 0.7 at 1200 UTC 8 November.
An increase in axisymmetry in PV prior to RI was also found by Miyamoto and Takemi (2015) in their idealized TC simulations. Consistent with previous studies (Guimond et al. 2010; Harnos and Nesbitt 2011; Rogers et al. 2013b; Zagrodnik and Jiang 2014; Alvey et al. 2015; Tao and Jiang 2015), the axisymmetry of rainfall also increases both before and during RI, and exceeds 0.6 near 0600 UTC 8 November.

Figure 6 shows the PV at 2.4-km altitude with vertical motion on top of BL (1 km), at four different times before (Fig. 6a), at (Fig. 6b), and after the onset of RI (Figs. 6c,d). Before the RI, the PV field in the TC appears in the shape of the hollow tower within the radius of 50 km, in that the PV in the center is about 6 PV unit (PVU; $1 \text{ PVU} = 10^{-6} \text{K kg}^{-1} \text{m}^2 \text{s}^{-1}$) surrounded with higher PV ring of some 15 PVUs. There are local high PV regions (20 PVUs) in the square to pentagonal PV configuration in the PV ring region (Fig. 6a). The local peak PV regions in the polygonal configuration are similar to that in the mesovortices in Hurricane Isabel (2003) (Kossin and Schubert 2004). Schubert et al. (1999) and Kossin and Schubert (2001; 2004) suggest that the mesovortices play an essential role in the TC intensification through PV mixing by the barotropic

**Fig. 4.** Vertically-averaged mixing ratio of precipitating hydrometeors (g kg$^{-1}$, color) over 850–200 hPa at (a) 1200 UTC 6 Nov, (b) 0000 and (c) 0600 UTC 7 Nov, and (d) 0000 UTC 8 Nov 2013 in the 2-km run, inside a square area of $1000 \times 1000$ km$^2$ centered on the TC.
instability. The PV field mixing becomes more evident in Fig. 6 with the structure appearing as a triangular shape, and a near monopole structure in the center at the later time (Fig. 6c). Eventually, the mixing leads to a monopole structure of PV of 50 PVUs in the core (Fig. 6d). The evolution of the polygonal structure of PV field at the 2.4 km resembles the vorticity mixing in the barotropic model of Schubert et al. (1999). The monopole PV in Fig. 6d, however, is stronger than that in the earlier time. This may be due to the presence of intense convective heating during the RI period. Note that the Fig. 6d is the beginning of another phase of PV mixing as the large PV ring began to appear on the eyewall region of the TC. In fact, the monopole structure of PV is produced in the model at later time (not shown).

Note that the regions of BL top updraft in the eyewall also appeared in the polygonal configuration and are nearly locked with the mesovortices in Fig. 6a. Kuo et al. (2016) investigated the deep convection in the polygonal eyewall of TCs. They found from observations and slab BL model results that strong updrafts at BL top often occurred at the edge of the polygonal eyewall. The PV field at 2.4-km height and the BL top updraft at 1 km in Figs. 6a and 6b are both in general agreement with the deep convection in the polygonal study of Kuo et al. (2016). During the RI period, the high PV area in the eyewall becomes more collocated with the eyewall convection (Fig. 6). This will lead to large PV production during the RI period. The increase of axisymmetrization prior to RI supports the usage of the axisymmetric DEF formula to understand the internal dynamics of RI.

### 4. Diagnostics of dynamic efficiency of latent heat release

#### a. Analysis of TC structural factors

As can be seen from (15) and (18), the DEF depends on the baroclinicity of the vortex and the instantaneous vortex structure through the coefficients $A$, $B$, and $C$. Figure 7 shows the distributions of the vortex static stability $\rho A$ within 100 km on the $r$–$z$ plane at the times indicated in Fig. 6, before (Fig. 7a), at (Fig. 7b), and after the onset of RI (Figs. 7c,d). The vortex static stability plotted here is with static stability of the environment removed. In the inner core ($r \leq 100$ km), there is a predominant stratified structure in the static stability with the most-stable layer near 5–6 km corresponding to the bottom of the warm core (Fig. 7a). The area of large static stability descends with time near the center. The decreasing altitude of the high static stability region corresponds to the warm core due to the increase of subsidence in the eye during RI. There is another region of warming that occurs at the radius of the model RMW (the RMW at the 1.5-km height) in the later stage of RI (Fig. 7d). The warming may be due to the strong subsidence associated with the eyewall deep convection. (The detailed structure of the subsidence is discussed along with baroclinicity in Fig. 9.)

The inertial stability $\rho C$ starts with low values and increases significantly near and inside the model RMW during RI (Fig. 8). The region of high inertial stability $\geq 3 \times 10^{-6}$ s$^{-2}$ is confined inside $r = 15$ km (Fig. 8a). Figure 8b has a somewhat similar $\rho C$ structure but with the contraction of the model RMW. The PV field in Fig. 8 shows a hollow PV structure before the onset of RI but becomes a monopole structure with high PV in the center at later times (Figs. 8c and 8d). This is consistent with the discussion of Fig. 6, which shows PV axisymmetrization and mixing in the lower troposphere. The above structural changes in the inertial stability and PV field are consistent with a contraction of the RMW before the onset of the RI. Finally, we note that the high inertial stability region of $20 \times 10^{-6}$ s$^{-2}$, which coincides with the high PV region of 50 PVUs, expands upward and outward to 12 km (Fig. 8d) during the RI.

Figure 9 shows a dramatic increase of inner-core baroclinicity near the RMW during the RI. The outward-sloping updraft in the strong eyewall convection and the subsidence near the edge of the eyewall are most clearly seen in Fig. 9d. Figure 9d also indicates narrow and outward-leaning deep convection coupled with the outward-tilting region of high inertial stability and high PV (Fig. 8d). The deep convection, with an outward-sloping region of strong updraft, is locked with the large
PV field. The result in Fig. 9 is similar to the high PV convective tower of Hausman et al. (2006) except that our model has a smaller PV value of about 50 PVUs. Hausman et al. (2006), with an axisymmetric cloud-resolving model with a finest grid of 0.5-km resolution, showed that the PV and convective heating become locked together in a narrow leaning convective tower on the inner edge of the eyewall. The thin, leaning convective tower is an efficient PV producing machine in which the PV value may reach well over 100 PVUs. The PV value is much larger than that in our model. The assumption of axisymmetry and the nearly inviscid flow without the PV mixing, however, is likely to produce overly intense PV values in their model. On the other hand, Bell et al. (2018) and Martinez et al. (2019, manuscript submitted to J. Atmos. Sci.) recently have done a PV analysis of Hurricane Patricia (2015), using high density dropsondes and radar. They find very high values of PV in the convective towers with peak values exceeding 250 PVU. The magnitude of PV in the convective tower may be model resolution dependent. Overall, the convective tower in Fig. 9d can be important for the PV production in the RI period.
Figure 9 also shows that the subsidence is not uniform within the eye. Schubert et al. (2007) studied the distribution of the subsidence in the TC eye. When a storm is intense, the subsidence is larger at the inside edge of eyewall than at the center of the eye. The large subsidence at the inside edge of eyewall leads to a baroclinic reduction region in the center of the eye at 8–12 km (Figs. 9c and 9d). The baroclinicity increase near the eyewall, however, is larger in magnitude than that in the baroclinic reduction region. As we will show in Fig. 10, the overall eye warming by subsidence enhances the DEF in the eye and the eyewall. The increase of the DEF value in the eye region converts more KE from the convective heating during the RI period.

b. Dynamic efficiency of latent heat release

Figure 10 suggests that the average tangential wind (about 36 m s\(^{-1}\) at 1.5 km) increases only gradually before the onset of RI at 0000 UTC 7 November (Figs. 10a,c) but much more rapidly afterward during the RI stage. The rapid increase of the tangential wind is in general agreement with the increase in inertial stability within the vortex core region (cf. Fig. 8). In addition, the vertical profile of the RMW becomes less tilted and more upright with time. Figure 10 also shows that the rapid increase of average diabatic heating \(Q\) during RI and the deep convection is concentrated inside the model RMW. Near and inside the model RMW, the DEF generally increases toward the upper levels and can reach over 10%. However, there may not be significant eyewall convection prior to the RI. During the RI period, deep convection inside the RMW extends upward and becomes better coupled with the dynamic efficiency \(\eta_d\). The results shown in Fig. 10 highlight the importance of deep convection inside the RMW and the increase of DEF to the RI process. This is also in agreement with many earlier studies that deep convection inside the RMW support intensification (e.g., Montgomery et al. 2006;
Figure 11 illustrates the increase of inward radial flow in the BL during RI. This large unbalanced BL radial inflow exerts a strong control on the eyewall updraft and organization of deep convection. The inflow coupled with the absolute vorticity also leads to an increase in the tangential wind, and maximum tangential wind speed is found to occur within the inner-core BL (e.g., Fig. 11c). Note that the convective heating which results from the convergence of the radial inflow, occurs at a radius inside the RMW. A comprehensive review of the frictional BL control in the TC vortex evolution can be found in Montgomery and Smith (2017).

Since the high DEF values in the TC vortex is near the inner-core region and the DEF is very small outside 100 km from the TC center, we have selected $r = 100$ km and $z = 1.5$–$13.2$ km as the volume to compute the average dynamic efficiency of latent heat release denoted as $\tilde{\eta}_H$. Figure 12 indicates that the time series of $\tilde{\eta}_H$ remains in a range of 1.7%–1.8% prior to the RI onset from 0600 UTC 6 November, but increases to reach a maximum of 2.0% during the 24-h RI period. The increase in $\tilde{\eta}_H$ is due to the increase of the baroclinicity and coincides with the increase in maximum wind speed in our simulation.

The system DEF, as a measure of the coupling of the convective heating and the DEF in the system, are calculated for the regions inside of 100-km ($\tilde{\eta}_{H100}$) and 1000-km ($\tilde{\eta}_{H1000}$) radii with (19). The $\tilde{\eta}_{H100}$ exhibits some variations between about 0.4 and 0.5% to 0600 UTC 7 November but increases rapidly during RI from a relative minimum of 0.35% at 0600 UTC to reach a peak of about 0.8% at 1800 UTC (Fig. 12b). On the other hand, the $\tilde{\eta}_{H1000}$ is always larger than $\tilde{\eta}_{H100}$. This suggests that KE conversion from convective heating occurred mainly in the inner-core region within a radius of 100 km. The $\tilde{\eta}_{H100}$ exhibits some variations between about 1.3 and 1.5% before the RI onset, except for an isolated peak of
1.7% at 1200 UTC 06 November. The peak reflects instantaneous convective heating ($\dot{Q}$) at the same time, but the peak is not maintained. The $\eta_{H100}$ increases at the RI onset, from 1.5% at 1800 UTC 6 November to about 2.0% at 0000 UTC 8 November (Fig. 12b). The conversion rate $C$, as computed with (17), doubled its value in the late stage of the RI period due to the increase of the convective heating (Fig. 12b).

Musgrave et al. (2012) presented a $K-V_{max}$ diagram to analyze the life cycle of a TC. The $K-V_{max}$ diagram is an elegant way to summarize the TC evolution with the volume-integrated KE inside a fixed radius and $V_{max}$. We consider the volume integral of KE inside a radius of 100 km to focus on the inner-core region. Figure 12c indicates the $K-V_{max}$ diagram from 1200 UTC 6 November (before the RI onset) to 0000 UTC 8 November (the end of the RI period). The volume-integrated KE rapidly increases during the RI period although the volume-integrated KE still increases before the onset of RI. The rapid increase of the volume-integrated KE is consistent with the increase of the conversion term $C$ inside of a radius of 100 km as seen in Fig. 12b. In addition, the increase of the volume-integrated KE is well correlated with the increase of $V_{max}$ during the RI period. The good correlation suggests that the DEF (the energy conversion to KE) can be a measurement of the intensity change of the TC vortex during RI.

The appearance of enhanced values of DEF during the RI period supports the notion of using the DEF to study the RI process. In particular, the increase of $\eta_{H100}$ preceded the increase of $\eta_{H1000}$ by 12 h and the increase may be linked to RI onset. The $\eta_{H100}$ system DEF within the radius of 100 km, may be useful in measuring the vortex intensification before and after the onset of the RI.

Figure 13 summarizes the model results in radius–time Hovmöller diagram along with the model RMW at 1.5 km and the vortex intensity indicated. Weak and broad subsidence appeared within a radius of about 50 km before the RI onset (Fig. 13a). This subsidence
FIG. 10. Radius–height distribution of axisymmetric diabatic heating rate $Q \left(10^{-3} \text{K s}^{-1}\right)$, color, scale at bottom) and (a) tangential wind $v$ (m s$^{-1}$, isotachs, positive for cyclonic), radial wind $u$, and vertical velocity $w$ (m s$^{-1}$, vectors, reference length at bottom left) on the section plane, and (b) conversion efficiency factor $\eta_H$ (%, contours) at 1800 UTC 6 Nov 2013 in the 2-km simulation, for $r = 0–200$ km and $z = 1.5–13.2$ km. (c)–(h) As in (a),(b), but at (c),(d) 0000, (e),(f) 0600, and (g),(h) 1800 UTC 7 Nov, respectively. All variables are temporally averaged over 6 h ($\pm$3 h from the time indicated) from 5-min outputs, and the axes of maximum (axisymmetrical) tangential wind are depicted by thick dashed lines in the left panels.
was mainly associated with active convection around the model RMW (Fig. 13b). The azimuthally averaged updraft was still weak before the RI onset because the convection had strong asymmetry (Fig. 4a). The weak updraft in the free atmosphere is consistent with a relatively small change of the radial inflow ($\partial u / \partial r$) in the BL in the 50–100-km radius region (Figs. 11a and 13c). The baroclinicity was also weak so that the DEF was limited near the center (Figs. 13a and 13b). As a result, the convective heating between the 35- and 65-km radius at 1200 UTC 6 November does not occur in the large DEF area and the increase of KE conversion is not maintained before the RI onset (Figs. 12b and 13b).

As the vortex intensified after the RI onset, the model RMW rapidly contracted, and the inertial stability and baroclinicity increased in the eye-core region (Figs. 8, 9, 13a, and 13d). During the RI period, the eyewall convection results in significant subsidence warming at the edge of the eye compared to the center of the eye (Fig. 13a). Figure 13a also indicates that eye warming enhances the baroclinicity near the eyewall and leads to expansion of the high DEF region. The high DEF region is collocated with the convective heating and the overall system DEF is large in the RI period (Fig. 13b).

Figure 13c shows that the radial inflow in the BL increased from 6 to 10 m s$^{-1}$ in the 50–100-km radius region. The increase of the unbalanced radial inflow can induce the $u(\partial u / \partial r)$ nonlinear effects and inward advection of the absolute angular momentum in the BL (Smith et al. 2009; Williams et al. 2013). As is also presented in Fig. 11, the inward advection of the absolute angular momentum, or the coupling of the inflow with the absolute vorticity, leads to the increase of the tangential wind and the contraction of the RMW in the BL (Fig. 13c). The nonlinear effect of $u(\partial u / \partial r)$ term may induce a shock-like structure with a very large $\partial u / \partial r$ in
Fig. 12. Time series of (a) typhoon intensity (m s\(^{-1}\), blue, as in Fig. 1b) and mean conversion efficiency factor \(\bar{\eta}_H\) (% green), (b) overall DEF \(\bar{\eta}_{H100}\) (% brown), system DEF \(\bar{\eta}_{H100}\) (% red), system conversion rate \(C = \bar{Q} \times \bar{\eta}_{H100}; 2 \times 10^{-3}\) J s\(^{-1}\), blue), and mean heating rate \(\bar{Q}\) (10\(^{-1}\) K s\(^{-1}\), black), and (c) integrated KE (ordinate; \(\times 10^{18}\) J) and the typhoon intensity (abscissa; m s\(^{-1}\)). The average area of \(\bar{\eta}_H\), \(\bar{\eta}_{H100}\), and \(\bar{Q}\) and the integrated area of KE are inside
the BL around radii of 30–40 km (Fig. 13c). The shock-like structure is linked to the formation of a strong eyewall updraft on the inner edge of the maximum radial inflow. Note that the maximum updraft in the BL is located inside the RMW (Fig. 13c). Thus, the eyewall deep convection is coupled with a large PV field in the large inertial stability region inside the RMW during the RI period (Figs. 8d, 9d, and 13d). This is in agreement

\[ r = 100 \text{ km and } z = 1.5–13.2 \text{ km, while } \eta_H, \eta_{H100}, Q, \text{ and } \eta_{H1000} \text{ are also temporally averaged (over 6 h, } \pm 3 \text{ h from the time indicated). The shaded areas depict the RI period. In panel (c), the time series are limited before the RI onset (1200 UTC 6 Nov) to the end of the RI period (0000 UTC 8 Nov).} \]
with the finding of many of the previous studies (e.g., Schubert and Hack 1982; Hausman et al. 2006; Smith and Montgomery 2016), that the convective heating occurred in regions of high inertial stability or convective heating coupled with high PV field can efficiently intensify the $V_{\text{max}}$. These results highlight the importance of the BL radial inflow in organizing the eyewall updraft and the deep convection inside the RMW.

5. Conclusions

There are many factors across a wide range of scales that affect the RI process. These factors include large-scale environmental conditions, mesoscale vortex structure, and the convective-scale diabatic heating. Since RI is more likely to occur in an intense TC (Shu et al. 2012), it is possible that nonlinear interaction across scales is important in the RI process. Hendricks et al. (2010) showed that once a favorable large-scale environment is in place to allow the TCs to intensify, there is no further distinction in synoptic conditions on whether RI will occur or not. On the other hand, factors such as the degree of symmetry and the deep convection in the inertially stable region may be important for internal dynamics of RI (e.g., Schubert and Hack 1982; Smith and Montgomery 2016). The PV mixing and axisymmetrization dynamics (Schubert et al. 1999) and the production of a PV convective tower (Hausman et al. 2006) near the eyewall may be essential for the RI processes. The large unbalanced radial inflow in the BL may also exert a strong control on the location of the eyewall updraft and organization of deep convection (Montgomery and Smith 2017). Bell et al. (2018) and Martinez et al. (2019, manuscript submitted to J. Atmos. Sci.) indicate the importance of PV mixing and the presence of high PV convective tower in Hurricane Patricia (2015) during the RI period.

As the most intense tropical cyclone in the western hemisphere, Supertyphoon Haiyan had an RI period in which the maximum wind speed increased by $31 \text{ m s}^{-1}$ in 24h over the warm ocean and in a low vertical wind shear environment. We have employed a 2-km horizontal resolution full-physics cloud-resolving model to simulate the RI of Haiyan. Our simulation is in general agreement with the observations of Haiyan’s structure. We have introduced the energy diagnostic DEF, which measures the effectiveness of convective heating in producing KE. DEF is large in the presence of eye warming and strong baroclinicity in the eye region (HS86). We have investigated the internal dynamics of RI using this DEF diagnostic.

Our results highlight axisymmetrization prior to the onset of the RI period and the nonlinear feedback process to collocate the large DEF area with strong convection near the eyewall during the RI period. The TC becomes more symmetric prior to and during the RI period, possibly due to PV mixing in the lower atmosphere. In the presence of increased vortex intensity and the inertial stability in the vortex core, the eyewall convection results in significant subsidence warming at the edge of the eye rather than at the center of the eye. The overall eye warming enhances the baroclinicity near the eyewall and increases the DEF value in the eye region. The collocation of the deep convection and the large DEF area thus increases KE and $V_{\text{max}}$ significantly. The system DEF within a 100-km radius is increased by 33% in 12h during the RI period. The rapid vortex intensity increase also causes an increase of unbalanced radial inflow in the BL. This inflow, coupled with large absolute vorticity, also leads to an increase of the tangential wind within the BL near the eyewall and to the contraction of the RMW. The large unbalanced BL radial inflow with the nonlinear effect of $\nabla \times (\mathbf{u} \times \mathbf{u})$ exerts a strong control on the organization of deep convection. The BL radial inflow helps to form an eyewall updraft and deep convection in regions of high inertial stability inside the RMW. The deep convection and the PV become locked together to further efficiently intensify the TC.

Apparently, the PV mixing and symmetrization, the eyewall deep convection, the subsidence in the eye, the BL unbalanced radial flow, the contraction of the RMW, the coupling of deep convection with high PV, and the interaction of eyewall convection with the TC vortex, are all indispensable components in the nonlinear process of RI. Our simulation emphasizes the importance of using a model resolution of at least 2 km to simulate the internal nonlinear processes of RI. While the unbalanced dynamics in the BL is a crucial component of RI, the DEF diagnosis suggests the usefulness of the balanced dynamics in diagnosing the process of RI. The DEF analysis may diagnose well the RI processes, which involve the interaction of convection with balanced and unbalanced dynamics. In particular, the system DEF within 100-km radius region can be a useful parameter to understand RI and to improve RI forecasts.
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